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Digital Technique

Analog and digital signals : They used to transmit information,
usually through electric signals. In both these technologies, the
information, such as any audio or video, is transformed into electric
signals. The difference between analog and digital technologies is that in
analog technology, information is translated into electric pulses of
varying amplitude. In digital technology, translation of information is into
binary format (zero or one) where each bit is representative of two
distinct amplitudes.
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The analog signal 1s a varied its amplitude with the time such as 0 volt
to 40 volt linearly, while the digital signal has two values of amplitude 0
volt and 5 volt.

As this subject is concerned with digital so we need first of all to know
what the binary number system is.

How could you understand how binary number system works?
Let us start with decimal which consists of 10 symbols 0, 1, 2.....9
So when we need to write number ten there i1s no symbol for it. We put
the zero symbol in the first digit and put the smallest symbol that is (1) in
the second digit like this

10
After that we will increase the zero to 1, 2, up to 19 after that again we
will put zero in this digit but increase the second digit up to 1 and so on...

Now look at the table 1



—

Decimal (g _pdiall alail) Binary A4l il
0 0
1 1
2 10
3 11
4 100
5 101
6 110
7 111
8 1000
9 1001
10 1010
11 1011
12 1100
13 1101
14 1110
15 1111
16 10000
17 10001

In binary number system we have only two digit 0 and 1
Let us count as before

Zero  yes we have this symbol 0
One  yes we have this symbol 1
Two the symbol are finished! What we will do as I do with decimal

number [ will put a zero symbol in the first digit and put 1 in
the second digit

Two  yes we will use two symbols 10
Three increase the 1% digit by one 11
I
s
+ 1
Four 100

As you can see 1 + 1 equal to 2 and two in binary (10) zero will be in the
first digit and one i1s added to the one of the second digit. The same
process 1s again happen so

Four 100
Five 101
Six 110

And so on up to millions.]
Some of you will ask me what is this number 100 is it one hundred or
four? What is the answer?




Yes you will confuse between the two systems. Accordingly we will
use the following:

100, The sub number ;, mean this number is decimal, it is one hundred.

100, The sub number ; mean this number is binary, it 1s four in
binary.
3 21 0 power oY) 4 3 2 1 0
10 10 10 10 digit 45 ) 2 2 2 2 2
1000 100 10 1 digitvalues 4 ldad 6 8 4 2 1

73510 10101,
7*¥100+3*10+5*%1=735
1*¥16+0*8+1*4+0*2+1*1=21,

Examplel: Convert 9, to binary

Y e daudll e il
/2 Result Remain
9 4 1
4 2 0 1001
2 | 0
| 0 |
Example 2: Convert 21, to binary
Y e dasdll e il
/2 Result Remain
21 10 1 A
10 5 0 10101 =21y,
5 2 1 3
2 | 0
| 0 1
2 1 0 -1 -2 -3 power =Y 2 1 0 -1 -2 -3 -4
10 10 10 10 10 10 digitasyel 2 2 2 2 2 2 2
4 2 1

100 10 1 0.1 0.01 0.001 2 Va4 1/8 1/16



Example 3: 21.36y9 and 101.101,

21.36)9 101.101,
2*%10+1*1+3*0.1+6*0.01 1*4+0*2+1*1+1*1/2+0*1/4+1*1/8
20+1 +0.3 +0.06 4+ 0+1 Y +0 +1/8

4 4041 0.5 0 +0:125
SO 1011012‘:5625]0

Example 4: Convert 5.625,, to binary

/2 Result Remain

5 2 1 101

2 1 0 T

| 0 1

0.625 *2 =1.250 1 l 0.25

0.25 *2 =05 0 0.5

0.5 *2 =1 | 0 101.101
s

0.625*2 =1250 ~ 1 0.25

025 *2 =05 0 l 0.5

0.5 *2 =] 1 0 101.101

—_

Addition and Subtraction in binary number system:
Example 5: Add 2 to 3 in binary system.

Decimal Binary Addition (_//,—10
2 10, (])ﬁ
+ 3 + 11, - 1
5 101

Example 6: Add 7 to 9 in binary system.

10
Decimal Binary Addition /

7 11, @@1\ 10
+ 9 + 1001, + oo
16 10000



Example 7: Subtact 2 from 3 in binary system.

Decimal Binary Addition
3 11, iy |
wy - 10, - 1 0
1 0 1

Example 8: Subtact 4 to 3 in binary system.

Decimal Binary Addition p
A 10

R

4 100, Y00

- 3 - 11, - 11
1 0 01

Multiplying and Division in binary system:

Example 9: Multiply 2 by 3 in binary system.

Decimal Binary Multiplication
2 10, 10
s 3 * 112 A i)
10
+ 10 -
| O

Example 10: Multiply 9 by 5 in binary system

Decimal Binary Multiplication
9 1001, 1001
¥ 5 * 101, c 101
45 1001
0000
+ 1001

V01X 191 =45



32%1+0*16+1*8+1%4+0%2+1*1=45

Example 11: Divide 9 by 3 in binary system

0011
11 1001

Example 12: Divide 17,y by 4,y in binary system

00100.01

100 10001
- 100
0000\1/\1«
- 001
00

0
00
000

—

Answer 17/4 =100.01,= 4.25
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Lecure 2

Octal and Hexadecimal System Numbers

Octal and hexadecimal systems are used in software and in printing
data.

Octal number system consists of 8 symbols
They are 0.1.2.3.45.6.7

Hexadecimal number system consists of 16 symbols
They are 0,1,2,3,4,5,6,7,8,9,A,B,C,D,E.F
Where A=10, B=11,C=12, ...... F=15.
Any number in hexadecimal number may be written in this form
169,, or 16OH where H mean a symbol the same of sub ,,

For any number used in any system there are some information that
must be known:

In Decimal number system 954 :

9 5 4
9*10° 5*10' 4*1° So the base of this number 1s 10 or we called it as
radix.

In binary number system 101:

| 0 1
1#2*  0*%2"  1*2" So the base or the radix of this number 1s 2.

What are the base for these system? Hexadecimal and Octal

For Hexadecimal radix=16
Octal radix=8

(Q/ What is the radix and its value of the hexadecimal number 15,,?
1 5

1*16' + 5*16°
16 + 5 =21,



Q/ Convert the following number 1F6AH to decimal

1 F 6 A
1*16° 15*16°  6*16' 10*16°=
1*4096 + 15%256 +6*16 + 10*I1
4096 + 3840 +96 + 10

8042,

QQ/ What are the values of (1001) in Decimal, Octal and Hexadecimal?
Dec. 1*10°+0*10*+0*10'+1*10° = 1001,

Oct. 1*8+0*8+0*8'+1*8= 1*512+0+0+1 =513,

Hex. 1*16*+0*16*+0*16'+1*16"= 4096+0+0+1 = 4097,

As you can note that any symbol of Octal number can be represented by
3 digit of binary number. Why? Because the largest number in octal is 7

and 7 in binary is 111

Ts=111,

35. 011,
Q/ Convert 517, to binary number
5 1 7
101 001 111

517=101001111,

Thisrule is also used for hexadecimal. Any digit in hexadecimal can
be represented by 4 digits in binary number.

Q/ Convert FSE2H to binary number
F 5 E 2
1111 0101 1110 0010
F5E2,,=1111010111100010,



Table 1: Many system are written in this table

Decimal Binay Oct. | Hex. BCD Excess-3

Gray
0 0 0 0 {0000 0000 | 0011 0011 0
1 1 1 1 | 0000 0001 | 0011 0100 1
2 10 2 2 | 0000 0010 | O0OI10101 | 11
3 11 3 3 10000 0011 | 00110110 | 10
4 100 4 4 10000 0100 | 00110111 | 110
5 101 5 5 10000 0101 | 0011 1000 | 111
6 110 6 6 0000 0110 | 0011 1001 | 101
7 111 7 7 10000 0111 | 0011 1010 | 100
8 1000 10 8 | 0000 1000 | 00111011 | 1100
9 1001 11 9 10000 1001 | 00111100 | 1101
10 1010 12 | A 0001 0000 | 01000011 | 1111
11 1011 13 B | 0001 0001 | 01000100 | 1110
12 1100 14 C 10001 0010 | 01000101 | 1010
13 1101 15 D 0001 0011 | 01000110 1011
14 1110 16 E | 0001 0100 | 01000111 | 1001
15 1111 17 F | 0001 0101 | 0100 1000 | 1000
16 10000 | 20 | 10 | 0001 0110 | 0100 1001 | 11000
17 10001 | 21 11 | 0001 0111 | 01001010 | 11001

Binary Coded Decimal (BCD or 8421 code)

This type of number system 1s a decimal number but it 1s written
with binary symbols. Each digit of decimal must be written with 4

symbol of binary number. Why? That 1s because the largest symbol in

decimal is 9 and this number in binary is 1001 so its four.

Example:

721,
0111

no space between digits.

Note:-

Any digit in binary is called

( bit )

Each four bits in binary 1s called ( mibble)
Each eight bits in binary 1s called ( byte )

4

0010 0001 the space between the digits must be
exist. If you write 721= 011106460001 this is wrong because there are




Binary-Coded Decimal (BCD)

BCD Code

A number with k decimal digits will require

4k bits in BCD. Decimal BCD

— Decimal 396 is represented in BCD with Symbol Dight
12bits as 0011 1001 0110, with each group 0 0000

of 4 bits representing one decimal digit. 1 0001

— A decimal number in BCD is the same as its 2 0010
equivalent binary number only when the 3 0011
number is between 0 and 9. 2 8:8(1)

— The binary combinations 1010 through 1111 6 0110
are not used and have no meaning in BCD. 7 0111

8 1000

9 1001

Example: Consider decimal 185 and its corresponding value in BCD and binary:

If the binary sum is greater than or equal to 1010, we

(185)10 = (0001 1000 0101) BCD — (101 1 1001) 2 add 0110 to obtain the correct BCD sum and a carry.

4 0100 4 0100 8 1000
+5 +0101 +8 +1000 +9 +1001

BCD addition 9 1001 12 1100 17 10001
+0110 +0110

10010 10111

EExcess-3 system number «

» The Excess-3 code is also called as XS-3 code.

» The Excess-3 code words are derived from the 8421 BCD code words adding
(0011)2.

» It is non-weighted code used to express decimal numbers.

» Return to table 2 to compare between Exess-3 and Decimal.

Add number 0011
Decimal number —— BCD > XS-3
Ex: 94, 1001 0100 1100 0111

777



Each 16 bits in binary is called ( word)

Excess-3 system is the same as BCD but each digit equal to
BCD+3:
It mean the zero number in BCD=0000 while zero in Ex-3= 0011

5 1in BCD =0101 Ex-3= 1000
9 =1001 = 1100
12 =0001 0010 =0100 0101 and so on.

Refer to table 1 for other examples.

Binary Codes
* Gray Code Coiy G
— The advantage is that only bit in the Gray Decimal
i : C E t
code group changes in going from OZO: —
0
one number to the next. 0001 I
* Error detection. 38:(1) g
* Representation of analog data. 0110 4
* Low power design. 0111 5
0101 6
0100 7
Example 1 Example 2 ::8? S
H . 1111 10
Binary —— Gray Gray — Binary | 10 :

18 e 11 1010 12
0yLD o 0101 --------- 0110 1011 13
1011 ---------- 1110 1001 14

1100 --------- 1000 1000 15

/\/

Good _Luck
Dena N ameer

/\/ ]
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The Inverter (NOT Gate)

» The inverter (NOT gate) performs the operation called
inversion or complementation.

» + The inverter changes one logic level to the opposite level. In
terms of bits, it changesaltoaOandaOtoa 1.

» « Standard logic symbol for the inverter as well as Inverter
Truth Table are shown in Figure (1) below. °

» + When a HIGH level is applied to an inverter input, a LOW
level will appear on its output. °

» When a LOW level is applied to its input, a HIGH will appear on

its output.
NOT Gate
~ Truth Table
Symbol INPUT  OUTPUT
A C A NOT A
C=A : 1
1 0

> A table such as this is called a truth table.
» The operation of an inverter (NOT gate) can be expressed as
follows :
+ If the input variable is called A and the output variable is
called Y, then Y ='A.
+ This expression states that the output is the complement of
the input, * Soif A=0,then Y =1, andifA=1,thenY =0.
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+ The complemented variable A can be read as "A bar" or
"not A".

HIGH (1) HIGH (1)
LOW (0) —-I_|-— ‘ : —I-—l_ LOW (0)
[l 1) f| 1)

Input pulse Output pulse

Input

Output

The inverter (NOT gate) is used in many applications. One of
these application is to produce the 1's complement of an 8-bit(one
byte) binary number. The bits of the binary number are applied to
the inverter inputs and the 1's complement of the number appears
on the output.

Binary number

YT

1’s complement
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THE AND GATE

» The AND gate is one of the basic logic gates. An AND gate
can have two or more inputs and performs what is known as
“logical multiplication ”

» Standard logic symbols for the AND gate are shown in
Figure below as well as the truth table for a 2-input AND gate
Is shown in the table below.

AND gate
'npm"_} Output
Inputy —

Output

wlmlo|e] s
—~o|~|o|w
o

e =N =)

» An AND gate produces a HIGH output only when all of the
inputs are HIGH. When any of the inputs is LOW, the output
is LOW. Therefore, the basic purpose of an AND gate is to
determine when certain conditions are simultaneously true,
as indicated by HIGH levels on all of its inputs, and to
produce a HIGH on its output to indicate that all these
conditions are true.

» Assume the inputs of the 2-input AND gate are labeled A and
B, and the output is labeled Y.

» The AND gate operation can be stated as follows:

3
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* For a 2-input AND gate, output Y is HIGH only when both inputs
A and B are HIGH.

Y is LOW when either A or B is LOW, or when both A and B are
LOW

» Two input waveforms, A and B, are applied to an X-OR gate
inputs as in Figure below, Y is the resulting output waveform.

LOW (0)

HIGH (1) —

LOW (0)
LOW (0) —

HIGH (1)

LOW (0) — LOW (0) —
LOW (0)
LOW (0) — HIGH (1) —
} IIIGH(I)—}

HIGH (1) —

» Figure below refers to the AND gate operation with a timing
diagram showing input and output relationships.

| |
| |
A | 0 | I | 0 | P
e | —
| | | [ | )— Y
— (o [ ®
| |
B | | | | | 0 !O :
— | |
| | |
| | | | i |
| | |
H—11—>H—[2—>|<—f3—>:<—14—>:<—[5—>:
: l : | | |
| | |
| |
1 0 1 O [ B ; =
Y_ 1 1
H.W

Develop the truth table for a 3-input AND gate?
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+ The logical AND function of two variables is represented
mathematically either by placing a dot between the two
variables, as A-B, or by simply writing the adjacent letters
without the dot, as AB. We will normally use the latter notation
because it is easier to write.

+ The operation of a 2-input AND gate can be expressed in
equation form as follows:

+ If one input variable is A, the other input variable is B, and
the output variable is Y, then the Boolean expression is:

Y=AB

s The figure below shows the AND gate logic symbol with
two, three and four input variables and the equivalent
output variable.

plily

| —] A —
} X=AB B —} X = ABC — X =ABCD
B — ¢ —

(a) (b) (c)

e T R

THE OR GATE

» The OR gate is another type of the basic gates from which all
logic functions are constructed.

» An OR gate can have two or more inputs and performs what
is known as logical addition.

» Standard logic symbol for the OR gate is shown in Figure
below as well as the truth table of a 2-input OR gate is
illustrated.
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2 - input OR gate
Input
put, :D_ Output
Inputg

Output

x|k | OO >
=101+ |O|0
o

—d | b | b

» This truth table can be expanded for any number of inputs;
but regardless of the number of inputs, the output is HIGH
when one or more inputs are HIGH.

» An OR gate can have any number of inputs greater than one.

» An OR gate produces a HIGH on the output when any of
the inputs is HIGH (when either input A or input B is HIGH,
or when both A and B are HIGH).

» The output is LOW only when all of the inputs are LOW.

LOW (0) } LOW (0) 3
LOW (0) HIGH (1)
LOW (0) HIGH (1)
HIGH(I)} HIGH(])D
i HIGH (1) HIGH (1)
LLOW (0) HIGH (1)




Communication Dept 1st Class Electronics Engineering

Two input waveforms, A and B, are applied to an OR gate inputs
as in Figure below, Y is the resulting output waveform.

A B
) O

» The logical OR function of two variables is represented
mathematically by a plus sign + between the two variables,
for example, A + B.

» The operation of a 2-input OR gate can be expressed as
follows:

e |If one input variable is A, the other input variable is B,
and if the output variable is Y, then the Boolean
expression is as follows; Y=4 + B

e The Figure below shows the OR gate logic symbol with
two, three and four input variables and the output
variable indicated.

A
A A '
: :ny:,uu H$——Y=A+If+(' éi;D_—y=,\+/;+('+/)
B C D

(a) (b) (c)
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THE NAND GATE

» The NAND gate is a popular logic element because it can be
used as a universal gate; that is, NAND gates can be used in
combination to perform the AND, OR, and inverter gates.

» The term NAND is a contraction of NOT-AND and implies an
AND function with a complemented (inverted) output.

» The standard logic symbol for a 2-input NAND gate and its
equivalency to an AND gate followed by an inverter are
shown in Figure below, also the truth table of the logical
operation of the 2-input NAND gate is shown in table below:

2 - input NAND gate
Input, —

- } Output
Inputy —

Output

_I.—LOO>
= |1O|=|0O0|@
—

[l I IR

» For the specific case of a 2-input NAND gate, as shown in
Figure above with the inputs labeled A and B and the output
(Y), the operation can be stated as follows:

s For a 2-input NAND gate, output Y is LOW only when
both inputs A and B are HIGH; Y output is HIGH when
either A or B is LOW, or when both A and B are LOW.

LOW (0) —
HIGH (1) —

LOW (0) —
LOW (0) —

HIGH (1) HIGH (1)

HIGH (1) —} HIGH (1) —}

HIGH (1) LOW (0)
LOW (0) — HIGH (1) —
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That this operation is opposite to the AND gate in terms of the
output level. In other words, The NAND is the same as AND
except the output is inverted.

The NAND gate is equivalent to an AND gate followed by NOT
(Invertor) as shown before. So the expression will be as follows, if
the inputs are A and B, and the outputis Y:

Aeo—
B o—

&

AB

-5
I
>
us)

2-input "AND" gate plus a"NOT" gate

Two input waveforms, A and B, are applied to a NAND gate inputs
as in Figure below, Y is the resulting output waveform.

A |
s
=L gk

A and B are both HIGH during these

four time intervals. Therefore Y is LOW.

A —] Y
B — ) \
Bubble indicates

an active-LOW
output.

A
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THE NOR GATE

> The NOR gate, like the NAND gate, is a useful logic
element because it can also be used as a universal gate;
that is, NOR gates can be used in combination to perform
the AND, OR, and inverter operations.

» The term NOR is a contraction of and implies an
OR function (complemented) output.

» The standard logic symbol for a 2-input NOR gate and its
equivalent OR gate followed by an inverter are shown in
Figure below. Also the truth table for a 2-input NOR gate
Is shown in the table below.

NOR gate

nput Output
Inputg

A| B | Output

0]0 |

0|1 0

110 0

L1 0

As a result, the NOR is the same as the OR except the output
is inverted

» A NOR gate produces a LOW output when any of its inputs is
HIGH. Only when all of its inputs are LOW is the output
HIGH.

10
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» For a 2-input NOR gate, output X is LOW when either input A
or input B is HIGH, or when both A and B are HIGH.

> is when both A and B are LOW.

LOW (0)
g HIGH (1)

LOW (0)

HIGH (1)
LOW (0)

LOW (0)

LOW (0)

LOW (0)
HIGH (1)
HIGH (1)

LOW (0)
HIGH (1)

If three input waveforms, A, B and C, are applied to the NOR gate
inputs as in Figure below, what is the resulting output waveform?

Solution:

The output Y is LOW when any input is HIGH as shown by the
output waveform Y in the timing diagram

{
[

1
:

11

: — P
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NEGATIVE-AND EQUIVALENT OPERATION OF THE NOR
GATE

» A NOR gate can be used for an AND operation that requires
all LOW inputs to produce a HIGH output. This aspect of
NOR operation is called Negative-AND.

» For a 2-input NOR gate performing a negative-AND
operation, output Y is HIGH only when both inputs A and B
are LOW.

» When a NOR gate is used to detect all LOWS on its inputs
rather than one or more HIGHS, it is performing the negative-
AND operation and is represented by the standard symbol in
Figure below

L >—="1 >~

NOR Negative-AND

LOW
HIGH
LOW

12
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LOGIC EXPRESSION FOR A NOR GATE

The Boolean expression for the output of a 2-input NOR gate can
be written as:

]!
|

1.When is the output of a NOR gate HIGH?

2.When is the output of a NOR gate LOW?

3.Describe the functional difference between a NOR
gate and a negative-AND gate?

4.Do they both have the same truth table?

5. Write the output expression for a 3-input NOR with
input variables A, B, and C?

Grod luckh
Dlona. N

13
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_~
Exclusive-OR (XOR) gate o

» The XOR gate has only two inputs.

» The output of an exclusive-OR gate is HIGH only when the
two inputs are at opposite logic levels.

» This operation can be stated as follows with reference to
inputs A and B and output Y:

» For an exclusive-OR gate, output Y is HIGH when input A is
LOW and input B is * HIGH, or when input A is HIGH and
input B is LOW; Y is LOW when both A and B are HIGH or
LOW.

» Standard logic symbols for the exclusive OR (XOR) gate
are shown in Figure below as well as the truth table for XOR
gate is shown in table below:

XOR GATE

BOOLEAN EXPRESSION
A-B+A-B —

SYMBOL

Output | |NPUT | OUTPUT
A | B|AXORB
o| o

1
0
1

» The Boolean expression for the output of a 2-input XOR gate
can be written as:

A @®B = AB + AB
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> As a result, we can make XOR gate by using NOT, AND,
and OR gates as Figure below:

A B
") D-nec AB + A

The four possible input combination and the resulting outputs for
an XOR gate are illustrated in figure below:

LOW (0) and 2/ HIGH (1) )
HIGH (1) :)D7 — HIGH (1) :IDi cais
LOW (0) s HIGH (1) w

Example of exclusive-OR gate operation with pulse waveform

inputs.
A ] 0 0 |
p— ] -
I I I I I A
| | | | | Y
I I | | | B :)Di
t | |
B I {1 b | B8 |
—— | t {
| | | | |
| | | | |
| | | | |
| | | | |
| | | | |
| | | | |
B S Rl S e i e e
| I | | |
| | | | |
|
|
: 0 | 0 1 <
Y s
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THE EXCLUSIVE-NOR GATES

» The standard logic symbol for an exclusive-NOR (XNOR)
gate and its equivalent exclusive-OR (XOR) gate followed
by an inverter are shown in Figure below as well as the
truth table for exclusive NOR (XNOR) gate is shown in table
below:

Exclusive-NOR gate

In pUtAjD Output
Inputg

A | B | Output
0|0 1
O|1 O
1O O
L] 4 1
AO =1 A+B 1 Y= AGB

B O

2-input “Ex-OR"” Gate plus a “ NOT” Gate

» Like the XOR gate, an XNOR has only two inputs.

» The bubble on the output of the XNOR symbol indicates that
its output is opposite that of the XOR gate.

» When the two input logic levels are opposite, the output of
the exclusive-NOR gate is LOW.

» For an exclusive-NOR gate, output Y is LOW when input A is
LOW and input B is HIGH, or when A is HIGH and B is LOW;
Y is HIGH when both A and B are HIGH or LOW.
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HIGH (1) LOW (0)
LOW (0) el
HIGH(I):DO_LOW(O) HIGH(I):)DOiHIGH(l)
— HIGH (1)

+ The Boolean expression for the output of a 2-input XNOR

gate can be written as: —
Y= (A @ B)

Y=(A-B)+(A'B)

Determine the output waveforms for the XOR gate and for the
XNOR gate, given the input waveforms, A and B, in Figure below?

] !

' XOR

XOR

A

XNOR

Solution: the XOR output is HIGH only when both inputs are at
opposite levels and the XNOR output is HIGH only when both
Inputs are the same levels.
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Symbols and truth tables for logic gates (limited to 2

inputs)
Name Graphic Algebraic Truth
symbol function table
X y F
o O |0
x o 1 o
1 1 1
X y ol
5 o O |O
OR ) >—F F=x+y o 1|1
Y 1 o |1
1 1 1
\ x F
1 t S F =X o 1
/ nverter Xx 1 ==° ! 2 1 o
x F
[~ F = O |O
X y F
o o 1
X , o 1 1
NAND y:D—F F = (xy) 5 o |1
1 1 o
X2 W Qi
5 o o 1
NOR :D—F F=(x+Yy) O 1|0
y 1 O |O
1 1 (0}
X VI|E
Exclusive-OR  x F=xy +xy 9 212
E o 1|1
(XOR) y =xXDYy 1 o 1
1 1 o
. ) K
) Exclusn;lf-NOR x j D F F=xy+xy 8 ? 8
. y =XOy
equivalence 1 ol|o
1 1 1

Digital logic gates

1. When is the output of an XOR gate HIGH?

2. When is the output of an XNOR gate HIGH?

3. How can you use an XOR gate to detect when two bits are
different?
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IC Digital Logic Families

Digital IC gates are classified not only by their logic operation, but
also by the specific logic-circuit family to which they belong. Each
logic family has its own basic electronic circuit upon which more
complex digital circuits and functions are developed.

The basic circuit in each family is either a NAND or a NOR gate.
The electronic components employed in the construction of the
basic circuit are usually used to name the logic family.

Many different logic families of digital ICs have been introduced
commercially. The ones that have achieved widespread popularity
are listed below:

TTL Transistor-Transistor Logic

ECL Emitter-Coupled Logic

MOS  Metal-Oxide Semiconductor

CMOS Complementary Metal-Oxide Semiconductor
1°L Integrated-injection Logic

% TTL has an extensive list of digital functions and is currently
the most popular logic family.

4+ ECL is used in systems requiring high-speed operations.

% MOS and I°L are used in circuits requiring high component
density.

4+ CMOS is used in systems requiring low power consumption.
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cc
Vee 14 13 12
14 13 12 " 10 ? 8 I [
| i | T # ;
1 2 3 4 5 © 7 GND

7404-Hex inverters GND 7400-Quadruple 2-input NAND gates
(@) TTL gates
Vcc2 v062

161514 13 12 11 10 9 ‘? 15 1|4 1|3 12
|
|

sl (Bl g
= (7R

I | — | T T 1
1 2 3 4 5 6 7 8
Vee, Vee v

ccq NC VEE
10102—-Quadruple 2-input NOR gates 10107-Triple exclusive-OR/NOR gates

(b) ECL gates

1|4 13 12 1|1 1|o 9 8 NC NC

16 15 14 13 12 11 10
|

—©

1 1
1 2 3 4 5 6 7 1 y L) '

NC vss vDD
4002-Dual 4-input NOR gates. 4050-Hex buffers.

(c) CMOS gates

Some typical integrated-circuit gates

Good tuckh
Dona. N~
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Introduction

George Boole, a nineteenth-century English Mathematician,
developed a system of logical algebra by which reasoning can be
expressed mathematically. In 1854, Boole published a classic
book, “An Investigation of the Laws of thought” on which he
founded the Mathematical theories of Logic and Probabilities,
Boole"s system of logical algebra, now called Boolean algebra,
was investigated as a tool for analyzing and designing relay
switching circuits by Claude E. Shannon at the Massachusetts
institute of Technology in 1938. Shannon, a research assistant in
the Electrical Engineering Department, wrote a thesis entitled “A”
symbolic Analysis of Relay and Switching Circuits. As a result of
his work, Boolean algebra is now, used extensively in the analysis
and design of logical circuits. Today Boolean algebra is the
backbone of computer circuit analysis.

Two Valued Logical Symbol:
The electronics circuits and signals

+ A logic 1 will represent closed switch, a high voltage, or
an “on” lamp.

+ A logic 0 will represent an open switch, low voltage, or an
“off” lamp.

These describe the only two states that exist in digital logic
systems and will be used to represent the in and out conditions of
logic gates.

Fundamental Concepts of Boolean Algebra:

Boolean algebra is a logical algebra in which symbols are
used to represent logic levels. Any symbol can be used, however,
letters of the alphabet are generally used. Since the logic levels
are generally associated with the symbols 1 and 0, whatever
letters are used as variables that can take the values of 1 or O.

Boolean algebra has only two mathematical operations, addition
and multiplication. These operations are associated with the OR
gate and the AND gate, respectively.
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Logical Addition:

When the + (the logical addition) symbol is placed between two
variables, say X and Y, since both X and Y can take only the role O
and 1, we can define the + Symbol by listing, all possible
combinations for X and Y and the resulting value of X + Y.

The possible input and output combinations may arranged as

follows:
0+0=0
O+1=1
1+0=1
1+1=1

This table represents a standard binary addition, except for the
last entry. When both X and Y represents 1°s, the value of X + Y is
1. The symbol + therefore does not has the “Normal” meaning,
but is a Logical addition symbol. The plus symbol (+) read as "OR",
therefore X +Y isread as X or Y.

7

Logical Multiplication:

We can define the "." (logical multiplication) symbol or AND
operator by listing all possible combinations for (input) variables X
and Y and the resulting (output) value of X . Y as,

PP, OO
T T
R ooo

P or o

Three of the basic laws of Boolean algebra are the same as in
ordinary algebra; the commutative law, the associative law and the
distributive law.




Communication Dept 1st Class Electronics Engineering

+ The commutative law: for addition and multiplication of two
variables is written as,

A+B=B+A

And A.B=B.A

+ The associative law: for addition and multiplication of three
variables is written as,

(A+B)+C=A+(B +0C)

And (A.B).C=A.(B.C)

+ The distributive law: for three variables involves, both
addition and multiplication and is written as,

A (B+C)=AB +AC

Note that while either '+' and ,." s can be used freely. The two
cannot be mixed without ambiguity in the absence of further rules.
For example does A . B+ Cmeans (A.B)+CorA.(B+C)?

These two form different values forA=0,B=1and C =1,
because we have
(A.B)+C=(0.1)+1=1
andA.B+C)=0.(1+1)=0

which are different. The rule which is used is that ,.." is always
performed before '+'. Thus X .Y + Zis (X.Y) + Z.

Basic Duality in Boolean Algebra:

We state the duality theorem without proof. Starting with a
Boolean relation, we can derive another Boolean relation by

: . : 2\
1) Changing each OR (+) sign to an AND (.) sign.

2) Changing each AND (.) sign to an OR (+) sign. @@
3) Complementary each 0 and 1 For instance.
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A+ i) =A
The dual relation is All =A
Also since A (B+C)=AB + AC by distributive law.

Its dual relation is A+BC=(A+B)(A+C)

Fundamental Laws and Theorems of Boolean Algebra:

—_—

1. X+0=X

2. X+1=1
- ||» OR operations
3. X+ X=X

4. X+ X=1

y - |[jl> AND operations
7. X. X=X

= X {ESS) Double Complement

10. X+Y=Y+X Commutative laws
11. XY =YX } ‘
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12.
13.
14.
15.
16.
17.
18.
19.
20.

21.

Good tuck

(X+Y)+Z=X+(Y + 2) o
Associative laws

(X.Y).Z=X.(Y. 2)

X(Y+2)=XY +XZ Distribution Law

X+Y.Z=(X+Y).(X+2) Dual of Distributive Law

X+ XZ=X _
Laws of absorption
X(X+2)=X
X+ XY = X+Y
— Identity Theorems
X (X +Y) =X.Y _
X+Y=X.Y

— De Morgan's Theorems

Yona. N
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Introduction

George Boole, a nineteenth-century English Mathematician,
developed a system of logical algebra by which reasoning can be
expressed mathematically. In 1854, Boole published a classic
book, “An Investigation of the Laws of thought” on which he
founded the Mathematical theories of Logic and Probabilities,
Boole"s system of logical algebra, now called Boolean algebra,
was investigated as a tool for analyzing and designing relay
switching circuits by Claude E. Shannon at the Massachusetts
institute of Technology in 1938. Shannon, a research assistant in
the Electrical Engineering Department, wrote a thesis entitled “A”
symbolic Analysis of Relay and Switching Circuits. As a result of
his work, Boolean algebra is now, used extensively in the analysis
and design of logical circuits. Today Boolean algebra is the
backbone of computer circuit analysis.

Two Valued Logical Symbol:
The electronics circuits and signals

+ A logic 1 will represent closed switch, a high voltage, or
an “on” lamp.

+ A logic 0 will represent an open switch, low voltage, or an
“off” lamp.

These describe the only two states that exist in digital logic
systems and will be used to represent the in and out conditions of
logic gates.

Fundamental Concepts of Boolean Algebra:

Boolean algebra is a logical algebra in which symbols are
used to represent logic levels. Any symbol can be used, however,
letters of the alphabet are generally used. Since the logic levels
are generally associated with the symbols 1 and 0, whatever
letters are used as variables that can take the values of 1 or O.

Boolean algebra has only two mathematical operations, addition
and multiplication. These operations are associated with the OR
gate and the AND gate, respectively.
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Logical Addition:

When the + (the logical addition) symbol is placed between two
variables, say X and Y, since both X and Y can take only the role O
and 1, we can define the + Symbol by listing, all possible
combinations for X and Y and the resulting value of X + Y.

The possible input and output combinations may arranged as

follows:
0+0=0
O+1=1
1+0=1
1+1=1

This table represents a standard binary addition, except for the
last entry. When both X and Y represents 1°s, the value of X + Y is
1. The symbol + therefore does not has the “Normal” meaning,
but is a Logical addition symbol. The plus symbol (+) read as "OR",
therefore X +Y isread as X or Y.

7

Logical Multiplication:

We can define the "." (logical multiplication) symbol or AND
operator by listing all possible combinations for (input) variables X
and Y and the resulting (output) value of X . Y as,

PP, OO
T T
R ooo

P or o

Three of the basic laws of Boolean algebra are the same as in
ordinary algebra; the commutative law, the associative law and the
distributive law.
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+ The commutative law: for addition and multiplication of two
variables is written as,

A+B=B+A

And A.B=B.A

+ The associative law: for addition and multiplication of three
variables is written as,

(A+B)+C=A+(B +0C)

And (A.B).C=A.(B.C)

+ The distributive law: for three variables involves, both
addition and multiplication and is written as,

A (B+C)=AB +AC

Note that while either '+' and ,." s can be used freely. The two
cannot be mixed without ambiguity in the absence of further rules.
For example does A . B+ Cmeans (A.B)+CorA.(B+C)?

These two form different values forA=0,B=1and C =1,
because we have
(A.B)+C=(0.1)+1=1
andA.B+C)=0.(1+1)=0

which are different. The rule which is used is that ,.." is always
performed before '+'. Thus X .Y + Zis (X.Y) + Z.

Basic Duality in Boolean Algebra:

We state the duality theorem without proof. Starting with a
Boolean relation, we can derive another Boolean relation by

: . : 2\
1) Changing each OR (+) sign to an AND (.) sign.

2) Changing each AND (.) sign to an OR (+) sign. @@
3) Complementary each 0 and 1 For instance.
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A +i =A
The dual relation is All =A
Also since A (B+C)=AB + AC by distributive law.

Its dual relation is A+BC=(A+B)(A+C)

Fundamental Laws and Theorems of Boolean Algebra:

—_—

1. X+0=X
2. X+1=1
- ||» OR operations
3. X+ X=X
4. X+ X=1
5. X.0=0 ]
6. X.1=X
- |[ AND operations
7. X. X=X
8. X.X=0

©
x|l
I
X

Double Complement
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

X+Y=Y+X Commutative laws

X.Y = Y.X \‘

X+Y)+Z= X+Y +2)

Associative laws
(X.Y).Z = X.(Y. 2
X(Y+2)=XY + XZ Distribution Law

X+ (Y.2)=(X+Y).(X+2) Dual of Distributive Law

X+XZ=X _
Laws of absorption
X(X+2)=X
X+ XY = X+Y
— Identity Theorems
X (X +Y) =X.Y
X+Y=X.Y
- — - De Morgan's Theorems
XY= X+Y
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Laws of Boolean Algebra

¢ Commutative Laws 4 g

A+B=B+A

A B —
AB=B-*A e Al

¢ Associative Laws
A B
S— ID.\.HI-() = = 'D_LLH
A+(B+C)=(A+B)+C ") S, ’ ) Damec

-
A*(Be*C)=(A*B)*C =& DJ .

C

\

B( i
( ABC

¢ Distributive Law P

3 —'D- By B —
A+(B+C)=A*B+A+C &— ] 18 ‘ :
A(B+C)=AB+AC = I DJ—D X
A S —— y
AC
&

Implementing Circuits From Boolean Expressions

+ When the operation of a circuit is defined by a Boolean expression, we
can draw a logic-circuit diagram directly from that expression.

AC o =
BC y=AC + BC + ABC
EBC
B e &~
BC -
y=AC + BE + ABC
c D a—1
D’O_Ii—\ -
B ABC
C_—/
Aw ] A+B
Be }x:(a+m(ﬁ+c1
B .
B+C

o

x=(A+BYB+C)
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DeMorgan’s Theorems

¢ Theorem 1 —
ix+yi:x-y Remember:

¢ Theorem 2 “Break the bar,

ix Y , = x+ y change the operator

€ DeMorgan's theorem is very useful in digital circuit design

€ It allows ANDs to be exchanged with ORs by using invertors

€ DeMorgan's Theorem can be extended to any number of variables.

F=XY+PQ «~— 2NAND plus 1 OR
=X+Y+P+Q

z=(4+C)-(B+D) === z=4C+BD

De’Morgan’s Theorems is important to Boolean logic. They allow us to
exchange OR operation with AND operation and vice versa. Applying
De’Morgan, we can also simplify Boolean expression in many cases.

Good luck
Dlona. N~
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Introduction

George Boole, a nineteenth-century English Mathematician,
developed a system of logical algebra by which reasoning can be
expressed mathematically. In 1854, Boole published a classic
book, “An Investigation of the Laws of thought” on which he
founded the Mathematical theories of Logic and Probabilities,
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Logical Addition:

When the + (the logical addition) symbol is placed between two
variables, say X and Y, since both X and Y can take only the role O
and 1, we can define the + Symbol by listing, all possible
combinations for X and Y and the resulting value of X + Y.

The possible input and output combinations may arranged as

follows:
0+0=0
O+1=1
1+0=1
1+1=1

This table represents a standard binary addition, except for the
last entry. When both X and Y represents 1°s, the value of X + Y is
1. The symbol + therefore does not has the “Normal” meaning,
but is a Logical addition symbol. The plus symbol (+) read as "OR",
therefore X +Y isread as X or Y.

7

Logical Multiplication:

We can define the "." (logical multiplication) symbol or AND
operator by listing all possible combinations for (input) variables X
and Y and the resulting (output) value of X . Y as,

PP, OO
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R ooo

P or o

Three of the basic laws of Boolean algebra are the same as in
ordinary algebra; the commutative law, the associative law and the
distributive law.
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+ The commutative law: for addition and multiplication of two
variables is written as,

A+B=B+A

And A.B=B.A

+ The associative law: for addition and multiplication of three
variables is written as,

(A+B)+C=A+(B +0C)

And (A.B).C=A.(B.C)

+ The distributive law: for three variables involves, both
addition and multiplication and is written as,

A (B+C)=AB +AC

Note that while either '+' and ,." s can be used freely. The two
cannot be mixed without ambiguity in the absence of further rules.
For example does A . B+ Cmeans (A.B)+CorA.(B+C)?

These two form different values forA=0,B=1and C =1,
because we have
(A.B)+C=(0.1)+1=1
andA.B+C)=0.(1+1)=0

which are different. The rule which is used is that ,.." is always
performed before '+'. Thus X .Y + Zis (X.Y) + Z.

Basic Duality in Boolean Algebra:

We state the duality theorem without proof. Starting with a
Boolean relation, we can derive another Boolean relation by

: . : 2\
1) Changing each OR (+) sign to an AND (.) sign.

2) Changing each AND (.) sign to an OR (+) sign. @@
3) Complementary each 0 and 1 For instance.
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A +i =A
The dual relation is All =A
Also since A (B+C)=AB + AC by distributive law.

Its dual relation is A+BC=(A+B)(A+C)
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©
x|l
I
X

Double Complement
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+ When the operation of a circuit is defined by a Boolean expression, we
can draw a logic-circuit diagram directly from that expression.
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DeMorgan’s Theorems

¢ Theorem 1 —
ix+yi:x-y Remember:

¢ Theorem 2 “Break the bar,

ix Y , = x+ y change the operator

€ DeMorgan's theorem is very useful in digital circuit design

€ It allows ANDs to be exchanged with ORs by using invertors

€ DeMorgan's Theorem can be extended to any number of variables.

F=XY+PQ «~— 2NAND plus 1 OR
=X+Y+P+Q

z=(4+C)-(B+D) === z=4C+BD

De’Morgan’s Theorems is important to Boolean logic. They allow us to
exchange OR operation with AND operation and vice versa. Applying
De’Morgan, we can also simplify Boolean expression in many cases.
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Methods to minimize Boolean expression:

1. By using laws of Boolean Algebra.
2. By using Karnaugh Maps also called as K Maps.

Methods To Minimize Boolean Expressions

! !

v | lais - airnee
By Using By Using

- ’ ~f Ranla m Almnahhra - =1 | v ~
Laws of Boolean Algebra Karnaugh Maps

also called as K Maps

Introduction for Karnaugh map

A K-map is a diagram made up of squares, with each square representing
one minterm of the function that is to be minimized. Since any Boolean
function can be expressed as a sum of minterms, it follows that a Boolean
function is recognized graphically in the map from the area enclosed by those
squares whose minterms are included in the function.

The Karnaugh Map also called as K Map is a graphical representation
that provides a systematic method for simplifying the boolean
expressions.

For a Boolean expression consisting of n-variables, number of cells required in
K-Map = 2" cells.

4+ Two Variable K- Map

» Two variable K-Map is drawn for a Boolean expression consisting
of two variables.

> The number of cells present in two variable K-Map = 22 = 4 cells.

» So, for a Boolean function consisting of two variables, we draw a
(2 x 2) K-Map.

Two variable K-Map may be represented as-




Communication Dept 1st Class Electronics Engineering

B B
A B B A 0 1
A 0
0 1 OR 0
A 1
2 3 2 3

Two Variable K Map

Here, A and B are the two variables of the given Boolean function.

4+ Three Variable K Map-

> Three variable K Map is drawn for a Boolean expression consisting of three
variables.

> The number of cells present in three variable K-Map = 2° = 8 cells.
> So, for a Boolean function consisting of three variables, we draw a
(2 x4) K Map.

Three variable K-Map may be represented as-

BC
A BC BC BC BC
A 0 ! 3 2
A
4 5 7 6
OR
BC
- 00 01 11 10
0 0 1 3 2
1
4 5 7 6

Three Variable K Map

2




Communication Dept 1st Class

Electronics Engineering

Here, A, B and C are the three variables of the given Boolean function.

4+ Four Variable K-Map-

Four variable K-Map is drawn for a B
variables.

The number of cells present in four v

So, for a boolean function consisting
Map.

oolean expression consisting of four

ariable K-Map = 2* = 16 cells.
of four variables, we draw a (4 x 4) K-

Four variable K-Map may be represented as-

CcD
AB cD cD cD ch
AB
4
AR
AB
OR
cD
AB

Four Variable K Map

Here, A, B, C and D are the four variables of the given Boolean function.
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Karnaugh Map Simplification Rules-
To minimize the given Boolean function

e We draw a K Map according to the number of variables it contains.

e We fill the K Map with 0’s and 1’s according to its function.

e Then, we minimize the function in accordance with the following
steps to find the minterm solution or K-map:

» Step-1:
Firstly, we define the given expression in its canonical form.
» Step-2:

Next, we create the K-map by entering 1 to each product-term into the K-map
cell and fill the remaining cells with zeros.

» Step-3:

Next, we form the groups by considering each one in the K-map.

o | o ((1 [ 1)

(1 1)| 0 0

Notice that each group should have the largest number of ‘ones'. A group
cannot contain an empty cell or cell that contains 0.

(o 11 [1 [0o) o (G_[ 1o

Incorrect Correct

%+ We can only create a group whose number of cells can be represented
in the power of 2.

=+ In other words, a group can only contain 2n i.e. 1, 2, 4, 8, 16 and so on
number of cells.

o |(1 1 1) o |(1)|(1 1)

Incorrect Correct
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+ We group the number of ones in the decreasing order. First, we have
to try to make the group of eight, then for four, after that two and lastly
for 1.

(1 1 | 1 1) (1 1 | 1 1]
1

G l1 11 1 1 | 1 1J

Incorrect Correct

=+ Groups can be only either horizontal or vertical.
+ We cannot create groups of diagonal or any other shape.

==

o@oo o [0 |o
N

0 (1f§1§)o o |(]] 1D | o0

Incorrect Correct

%+ The elements in one group can also be used in different groups only
when the size of the group is increased. In other words, each group
should be as large as possible.

TEHEEEEEE (1 [[r [ 1) ] 1)
o |G [ 1) o o [[1 |1 ]| o

 S— -

Incorrect Correct

+ The elements located at the edges of the table are considered to be
adjacent. So, we can group these elements.

'ﬂo oﬁ'
1] oo [\a]
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%+ We can consider the 'don't care condition' only when they aid in increasing
the group-size. Otherwise, 'don't care' elements are discarded.

(1 [ [v [ 1] | 1)

> 1 | X 0
A B N
¥ X
Neglect Consider

Step 4.

In the next step, we find the Boolean expression for each group. By
looking at the common variables in cell-labeling, we define the groups in
terms of input variables. In the below example, there is a total of two groups,
i.e., group 1 and group 2, with two and one number of 'ones'.

In the first group, the ones are present in the row for which the value of A is
0. Thus, they contain the complement of variable A. Remaining two 'ones' are
present in adjacent columns. In these columns, only B term in common is the
product term corresponding to the group as (A’B).

Just like group 1, in_group 2, the one's are present in a row for which the
value of A is 1. So, the corresponding variables of this column are B'C'. The

overall product term of this group is( AB'C").

v
00 01 {1'_'51 3:1':50 Group 1
0 1 3 31,

o 0 | 0 |(7 | 1V

BC
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Step 5:

Lastly, we find the Boolean expression for the Output. To find the simplified
Boolean expression in the SOP form, we combine the product-terms of all
individual groups. So the simplified expression of the above k-map is as

follows:
A'B+AB'C'
1 1 1 1 1 1 1 1
1 1
Incorrect Correct

Y

~ ®
1 ®

Incorrect Correct

X v
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1 1 1 1 1 1 1 1
1 1 1 1 1 1
Incorrect Correct

Incorrect Correct

X v




Communication Dept 1st Class

Let's take some examples.

Example 1:

Simplify the Boolean function:

FX VY, 2)=>(2,3,4,5)

Electronics Engineering

* 00 01 11 10 /
my m, sy "y
0 1 1/
ny ms ny mg
x41 1 1
//
xy’ ‘
F(x,y,2) = (2,3,4,5) =xy’ +xy
Example 2:
Simplify the Boolean function:
Fw X Vy,2)=Y (0,1,2, 4,5,6,8,9, 12, 13, 14)
¥
yz , A "
e 00 01 11 10
W'y 7! my m, my m,
e 1 o
\ WI_VZ’
m4 ms m; meg
01 1 1 1
> > X
my m; ms My,
11 [— 1 L |
we —1 % e
W 3 ’
mg mg my, my,
10 i 1
; z

[

Note:w'y'z' + w'yz' = w'z’
xyIZ! + xyzl — xz/
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The simplified function is:

F=y +wZ +x2’[]

Map for Example 2, F(w, X,y,2) =>(0,1, 2,4,5,6, 8,9, 12, 13, 14)

— y’ +W’Z’ +XZ!

Grod luck
Dona. N

10
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Digital Adder

In digital electronics an adder is a logic circuit that implements addition
of numbers. In many computers and other types of processors,
adders are used to calculate addresses, similar operations and table
indices in the arithmetic logic unit (ALU) and also in other parts of the
processors. These can be built for many numerical representations
like binary coded decimal or excess-3.

4+ Adders are classified into two types:
1. Half adder
2. Full adder

Digital computers perform a variety of information-processing tasks. Among
the functions encountered are the various arithmetic operations. The most
basic arithmetic operation is the addition of two binary digits. This simple
addition consists of four possible elementary operations:

v 0+0=0
v 0+1=1
v 1+0=1
v 1+1=10

The first three operations produce a sum of one digit, but when both augend
and addend bits are equal to 1, the binary sum consists of two digits. The
higher significant bit of this result is called a carry . When the augend and
addend numbers contain more significant digits, the carry obtained from the
addition of two bits is added to the next higher order pair of significant bits. A
combinational circuit that performs the addition of two bits is called a half
adder . One that performs the addition of three bits (two significant bits and a
previous carry) is a full adder . The names of the circuits stem from the fact
that two half adders can be employed to implement a full adder.

> Half Adder

From the verbal explanation of a half adder, we find that this circuit needs two
binary inputs and two binary outputs. The input variables designate the
augend and addend bits; the output variables produce the sum and carry. We
assign symbols x and y to the two inputs and S (for sum) and C (for carry) to
the outputs. The truth table for the half adder is listed below. The C output is 1
only when both inputs are 1. The S output represents the least significant bit
of the sum. The simplified Boolean functions for the two outputs can be
obtained directly from the truth table.

Half-
Adder
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Half Adder
X y C S
0 0 0 0
0 1 0 1
1 0 0 1
1 1 1 0

The simplified sum-of-products expressions are

§=XY + XY’
C=XY

The logic diagram of the half adder implemented in sum of products is shown
in Fig. 1-(a). It can be also implemented with an exclusive-OR and an AND
gate as shown in Fig. 1-(b). This form is used to show that two half adders
can be used to construct a full adder.

\/\Iij/

D—
-

C
y C
(@) S=xy'+x'y b)S=xDy
C=uxy C=1xy
Figure-1
For S: For C:
= =
A B B A B B

S=A@PB C=A.B

K Maps
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> Full Adder

Addition of n-bit binary numbers requires the use of a full adder, and the
process of addition proceeds on a bit-by-bit basis, right to left, beginning with
the least significant bit. After the least significant bit, addition at each position
adds not only the respective bits of the words, but must also consider a
possible carry bit from addition at the previous position.

A ——fy SRERIARORER, p Sum’S
R — Full-
Adder
Cany-ine—————gp. | cccc== pCarry OUT

Full adder is difficult to implement than a half adder as it has three inputs. The
first two inputs are A and B and the third input is an input carry as C-in. When
full adder logic is designed, you string eight of them together to create a byte-
wide adder and cascade the carry bit from one adder to the next. The output
carry is designated as C OUT and the normal output is designated as S. The
truth table of the full adder is listed in Table below:

Full Adder
X y z C S
0 0 0 0 0
0 0 1 0 1
0 1 0 0 1
0 1 ) 1 0
1 0 0 0 1
1 0 il 1 0
1 1 0 1 0
1 1 1) 1 1
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When all input bits are 0, the output is 0. The S output is equal to 1 when only
one input is equal to 1 or when all three inputs are equal to 1. The C output
has a carry of 1 if two or three inputs are equal to 1. The input and output bits
of the combinational circuit have different interpretations at various stages of
the problem. On the one hand, physically, the binary signals of the inputs are
considered binary digits to be added arithmetically to form a two-digit sum at
the output. On the other hand, the same binary values are considered as
variables of Boolean functions when expressed in the truth table or when the
circuit is implemented with logic gates. The maps for the outputs of the full
adder are shown in Fig.2. As well as the logic diagram for the full adder
implemented in sum-of-products form is shown in Fig. 2

While the simplified expressions are

S=XY'Z +X'YZ' + XY'Z' + XYZ

C=XY+XZ+YZ

yz — yz —_—
Y 00 01 11 10 o 00 01 11 10
my m, ny m, my m n m,
0 1 1 0 1
m, my m, my m, ms m; my
xq1| 1 1 x41 1 1 1
— S—
z Z
(@)S=x'y'z+x'yz' +xy'z’ +xyz b)C=xy+xz+yz

K-Maps for full adder

g -
f}%}s T
D — a

~k<~
L]

-

||

Figure - 2
4
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For S:
A BC BC.. BC BC..
S=AEPBP Cin
For C;,:
A 1
A 1 1 1
Cout=AB+BC;, +C;,A
/TS TN\ AN
™ A 2
7\ 7T\
7T\
7T\
7T\ 7T\

Good luets

Do, N Ohod i@

Full Adder Logic Diagram
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Digital Adder

In digital electronics an adder is a logic circuit that implements addition
of numbers. In many computers and other types of processors,
adders are used to calculate addresses, similar operations and table
indices in the arithmetic logic unit (ALU) and also in other parts of the
processors. These can be built for many numerical representations
like binary coded decimal or excess-3.

4+ Adders are classified into two types:
1. Half adder
2. Full adder

Digital computers perform a variety of information-processing tasks. Among
the functions encountered are the various arithmetic operations. The most
basic arithmetic operation is the addition of two binary digits. This simple
addition consists of four possible elementary operations:

v 0+0=0
v 0+1=1
v 1+0=1
v 1+1=10

The first three operations produce a sum of one digit, but when both augend
and addend bits are equal to 1, the binary sum consists of two digits. The
higher significant bit of this result is called a carry . When the augend and
addend numbers contain more significant digits, the carry obtained from the
addition of two bits is added to the next higher order pair of significant bits. A
combinational circuit that performs the addition of two bits is called a half
adder . One that performs the addition of three bits (two significant bits and a
previous carry) is a full adder . The names of the circuits stem from the fact
that two half adders can be employed to implement a full adder.

> Half Adder

From the verbal explanation of a half adder, we find that this circuit needs two
binary inputs and two binary outputs. The input variables designate the
augend and addend bits; the output variables produce the sum and carry. We
assign symbols x and y to the two inputs and S (for sum) and C (for carry) to
the outputs. The truth table for the half adder is listed below. The C output is 1
only when both inputs are 1. The S output represents the least significant bit
of the sum. The simplified Boolean functions for the two outputs can be
obtained directly from the truth table.

X — e & (ST
Half Adder
Y —>» —>C (Carry)
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Half Adder
X y C S
0 0 0 0
0 1 0 1
1 0 0 1
1 1 1 0

The simplified sum-of-products expressions are

§=XY + XY’
C=XY

The logic diagram of the half adder implemented in sum of products is shown
in Fig. 1-(a). It can be also implemented with an exclusive-OR and an AND
gate as shown in Fig. 1-(b). This form is used to show that two half adders
can be used to construct a full adder.

\/\Iij/

D—
-

C
y C
(@) S=xy'+x'y b)S=xDy
C=uxy C=1xy
Figure-1
For S: For C:
= =
A B B A B B

S=A@PB C=A.B

K Maps




Communication Dept 1st Class Electronics Engineering

> Full Adder

Addition of n-bit binary numbers requires the use of a full adder, and the
process of addition proceeds on a bit-by-bit basis, right to left, beginning with
the least significant bit. After the least significant bit, addition at each position
adds not only the respective bits of the words, but must also consider a
possible carry bit from addition at the previous position.

X —) —)S(Sum'}
Full Adder
Y ——> —> _(Carry)

;

A full adder is a combinational circuit that forms the arithmetic sum of three
bits. It consists of three inputs and two outputs. Two of the input variables,
denoted by x and y , represent the two significant bits to be added. The third
input, z or (Ci,), represents the carry from the previous lower significant
position. The output carry is designated as Couyr and the normal output is
designated as S. The truth table of the full adder is listed in Table below:

Full Adder
b y z o S
0 0 0 0 0
0 0 1 0 i
0 1 0 0 1
0 1 1 1 0
1 0 0 0 1
1 0 1 1 0
1 1 0 1 0
1 1 1 1 1
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When all input bits are 0, the output is 0. The S output is equal to 1 when only
one input is equal to 1 or when all three inputs are equal to 1. The C output
has a carry of 1 if two or three inputs are equal to 1. The input and output bits
of the combinational circuit have different interpretations at various stages of
the problem. On the one hand, physically, the binary signals of the inputs are
considered binary digits to be added arithmetically to form a two-digit sum at
the output. On the other hand, the same binary values are considered as
variables of Boolean functions when expressed in the truth table or when the
circuit is implemented with logic gates. The maps for the outputs of the full
adder are shown in Fig.2. As well as the logic diagram for the full adder
implemented in sum-of-products form is shown in Fig. 2

While the simplified expressions are

S=X'Y'Z +X'YZ' + XY'Z' + XYZ

C=XY+XZ+YZ

P
yz ,_); yz SR S
2 00 01 11 10 o 00 01 11 10
my m ny m, my m, n m,
0 1 1 0 1
m, ms my mg m, ns n; mg
x41 1 1 x<1 1 1 1
— —_—
Zz Z
(@)S=x'y'z+x'yz' +xy'z’ +2xyz (b)C=xy+xz+yz

K-Maps for full adder

S| o
) }%}s TO—T >
D— -

[ |1

T
[ ]

Iz —

\<.
L]

Figure - 2
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If you used A,B and Cj, as inputs instead of X,Y and Z.

For S:
A = BC.;, BC BC. BC. .
O] (©)
[ )
S=ABP Cin
For C;,:

>

1))
()
m
O
m
0O

1)
()

 »
-

Cout=AB +BC;, +C;,A

TSN TN\ AN
™ -
™ ™~

AR
/

Full Adder Logic Diagram

Good luets

Do, N Ohod i@
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Encoder and Decoder

Encoder:

An encoder is a digital function that performs the inverse of a decoder . It has (2")
inputs and (n) outputs. The outputs lines generate the binary codes corresponding
to the input values.

D7 D(, D5 D4 D3 Dz Dl Do A2 Al AO
000 0 000 1 000
000 0001 0 |0O01
000 00100 |O1O
0000 1O00O0 |OT11
000 1 000 .40 1 00
001 0 000 O 1 01
0100 0000 1 10
100 0 0000 |

For this design it is assumed that only one input has a value of one at any given
time.

So Ag=D;+Di+Ds+D;
A= DytD3+DgtDy
Ar= DytDs+Dgt+Ds

SEEEE—
1(0) ‘ 0(0)
|
| A general |
24 inputs 2%nton n Outputs
| ENCODER '
O(n
) et (n)
S ——

A General encoder’s block diagram.
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DIGITAL TECHNIQUE

Inputs

: :’-Al OUTPUTS
em— | £
D; )_ s

b

0O9PPOP

Priority Encoder:

The operation of the priority encoder is such that if two or more inputs are equal
to one at the same time, the input having the highest priority will take precedence.

D3 Dl D] Do A| Ao V

0 0 0 0 [X X 0

0 0 0 1 0O 0 1

0 01 X [0 1 1

g 3z % =X | 9 i

. X X X |1 1 1
Thus: Ay=D;3! DDy’

q& 00 01 11 10
00 d 0 1 |
01 0 0 0 0
11 (1 1 1 1
10 1 i 1 1

And the same for Ajand V:
A=Ds1D;
V- DQ+D|+ D2+D3
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RIGITAL TECHNIQUE

Decoder:

The decoder is a combinational circuit that converts binary information from (n)
coded inputs to a maximum of (2") unique output.

3 to 8 Decoder
Ax Ay A D; D¢ Ds Dy D; Dy Dy Dy
000 000 0 000 1
001 000 0 001 0
010 000 0 010 0
011 000 0 1 00 0
1 00 0001 00O0 0
1 01 001 0 00O0O0
1 10 010 0 000 0
| () M | 100 0 000 0
Do=A2’Ar’ Ao’
D|=A2’A|’Ao
D3=A’A Ay
D4=Ax A’Ag’
Ds=A>2 A’Ag
D(,’-'AzAle'
D=A; A Ag
— I
> o —
N {SNto? —
6 3 Decoder | § 2
: +  outputs
— =

A General decoder’s block diagram
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DIGITAL TECHNIQUE
Decoder with Enable:
3 to 8 Decoder with Enable
E A] Ag D3 Dz Dl DD
0 0 }) i | N
0 0 | 1 1 0 1
0 1 0 1 0 1 1
0 1 1 0 1 | |
] X X 1 1 | |
D0'=E,A[’A0,
D/'=E’A’Aq
D3'=E’A1 Ao’
D3’=E’A| Ao
DO FD }_Dﬂ
Decoder & . }_u,
, 204 D2 i
D3 [—% }—03
E it _}03
_ —P
P

2 to 4 Decoder block diagram and internal logic circuit
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Decoder applications

Example:
Find the output Y of the following canonical form:
Y=Ym(1,5,6,7)
A A

Ax Al Ao
0

— e | D OO = | D[

0
1
0
1
0
1

—

—q, [ 00 11 10
-1 5

-

i
y

Y=A:AtA"Ag

Az —
A

mpS

In order to solve the previous example by using a Decoder we need a 3 to 8
Decoder:

Y=Ym (1,5,6,7)

A
Ao

¢ Y




Communication Dept 1st Class Electronics Engineering

DIGITAL TECHNIQUE

' ST

‘ Full adder circuit using a Decoder:

22 gLge
A B G, Cot: S
000 0 0
0 01 0 1
0 :: 0 0 1
(Ol | | NS
1 00 0 1
1 01 1 0
il ) 1. 0
! s O 1 1
Do
Cin ——————] 90 D, ] S
| 3to8 D.
B —— 12" Decoder p, | A4
Dy
A 22 s —_——
o L Cout
D7“. J
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DIGITAL TECHNIQUE

Design a F.A circuit using a Decoder with Enable:

A BCin Cout S
000 0 0
0 0 1 0 1
010 0 1
011 1 0
1 00 0 1
1 01 1 0
110 1 0
1 11 1 1
Do b
Cin 20 D P S
, 308 p: p-! :
B — 12" Decoder D; b—Ad
Ds o—
A 22 D_q :)—f’\_
De p—P—m L—= Cout
D:b—e
E
God luck
Yona N~
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+

ANOOE

CATHODE

e C
d %

111 | |

¢ 2 3 £, 5

ANOOE CATHODE

1.7 volt

7 6 4 9 10 5

If Common Anode
¢ Comm
a b 1 c ‘ d e ‘ f g ’dp
7 8 4 2 1 9 10 5

If Common Cathode
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DIGITAL TECHNIQUE
| :

Forward

conduction
10-20 mA -

BCD to 7-Segment Decoder common cathode

a a a
Co——C c c l' |"
d d S
A o——/A f r f d £
g g B3
BCD to 7 Segment 7-Segment
Decoder LED Display
u1 " %
h 4
il N

Common Cathode Circuit
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DIGITAL TECHNIQUE

Decoded outputs

g

f

e

d

Cc

b

a

(o e B ol SR B B 20 = B L D g i <
I OO e i e e DI DD DK
g =l ol e o oo o B &b @ & eb o <
gl = I il il e B il = Bl o T 5l ) o ¢
e andl = B ol el s rollh ol ndb plt <55 PG>
e 00 = XX XX XX

BCD

Qi O @ x i@ Qi B D By

O™ ™ Q0O ™rOQOw»™ D0 v™ww

ololoNaoll b 2 i e loeolNelNael J8 I W _

OO0 Q00 QT TN ™y

Decimal| B3 B2 B1 Bo

O~ NOTUHOMNOD

10

11

01

00

%

Y

00

01




Communication Dept 1st Class Electronics Engineering

DIGITAL TECHNIQUE

a= B3+B;+B:By+B,’By’

Bs — |
By —] >_

a
B::

Vecc

¥
¥
¥

Common Anode Circuit

Scale of Integration:

The number of components fitted into a standard size IC represents its integration
scale, in other words it is a density of components. It is classified as follows:

1. SSI- Small Scale Integration (less than 10 gates)
2. MSI- Medium Scale Integration (10-100 gates)
3. LSI- Large Scale Integration (100-3000 gates)
4. VLSI- Very Large Scale Integration (= millions)
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Electronics Engineering

DIGITAL TECHNIQUE

BCD TO 7-SEGMENT DECODER

CONNECTION DIAGRAM DIP (TOP VIEW)
Vee f g a b c d g

18] |15] |14 |13 [12] |1 10] |9

w
)
o
=
o
o
)
@©
o
>

GND

A.B,C,D BCD Inputs

RBI Ripple-Blanking {Active Low) Input
LT Lamp-Test (Active Low) Input
I/RBO Blanking Input or Ripple-
Blanking Output (Active Low)
Bi Blanking (Active Low) Input
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DIGITAL TECHNIQUE

Examples in digital circuit design

Design a logic circuit that check a binary number of 3 bit, if the
binary number is more than five the output Y=1, while if it is
less than 3 the output N=1. Otherwise both of them equal to 0.

How to design?

First of all you must imagine the system from outside

A0 —

A1l =2

1* step is the truth table

<

(A |ITA%S| EAOH [FRY:E| AN

- &4 a4 4 0 0 0O 0o
- a4 O 0 = a4 0 0
- 0 = 0O = 0 = O
- &« O O O O O O
O O ©C ©O O = a aird

You can write the canonical form for the system:
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DIGITAL TECHNIQUE

Using SOP: Y=Y.(6,7), N=Y, (0,1,2)

2" step is to simplify the circuit using K-maps:

N=A>A/’+ A Ay

Logic circuit:

A Tl Y=AA
A —|.

— N=AA' + A'A

A‘___i P
= —
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Problem:

Electronics Engineering

A BCD-to-seven-segment decoder is a combinational circuit that converts a decimal
digit in BCD to an appropriate code for the selection of segments in a display
indicator used for displaying the decimal digit in a familiar form. The seven outputs
of the decoder (a, b, ¢, d, e, f, g) select the corresponding segments in the display
as shown in Fig. P4-9(a). The numeric display chosen to represent the decimal digit
is shown Fig. P4-9(b). Design the BCD-to-seven-segment decoder using a minimum
number of gates. The six invalid combinations should result in a blank display.

il |o .
— |

a|€ | |

€

(a) Segment designation

Solution:

Design procedure:

(b) Numerical designation for display -

1. Derive the truth table that defines the required relationship between inputs

and outputs.

HHEHEEHMOOODOOOOO|s
HOOOKMKKFEFOOOO|IX
XHOOFHFHFOOKKFHOOK
XXHOFROFROKFOKO|IN
OO It = O = = O =
OO K OO == =0
OO bttt = = O =N

OO MHOFRMFHOKFMFOR|a

OCO0OO0OHHOHOOO ORI
OO MFHFOKFMEEFOOOM]|—
OO =t kb et = = = O OO

2. Express the Boolean expressions for the outputs (a-g) in sum of minterms

a(w,x,y,2)=%(0,2,3,5,6,7,8,9)
b(WIXIYIZ)=Z(OI 11213141718I9)
c(w,x,y,z)=% (0,1,3,4,5,6,7,8,9)
d(w,x,y,z)=%(0,2,3,5,6,8,9)
e(WIxIYIZ)ZZ(OIZIGIS)
f(w,x,y,2)=%(0,4,5,6,8,9)
g(w,x,y,z)=%(2,3,4,5,6,7,8,9)
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3. Draw the logic circuit. Two 3-to-8-line decoders with enable inputs have been
connected to form a 4-to-16-line decoder. Together they generate all the
minterms of the input variables. OR gates are to be used to implement each
of the functions a-g. The inputs to each OR gate are selected from the
decoder outputs according to the list of minterm of each function.

The diagram below shows the circuit for output a, d and e. The same procedure
should be followed to include the remaining functions and complete the logic circuit.

Decoder

S:

S,

S

ENB

;—D‘—

N S —

—De—

Decoder

—1S1

Ss

ENB

—Dg

—Din—
—D,,—
——D1o—
D1

—Dld—

_Dls—

Good luck

Yena. N~
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Multiplexer and De-Multiplexer

Multiplexer De-Multiplexer
[MUX] [DEMUX]

Selector Distribution
Unit Unit

nT —\ /— Outl

Qut2

— OUuTt3

— QOUT4

S INS2 SiHS2

Selector Selector
Lines

Switch Analogy
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The Multiplexer

Electronics Engineering

The multiplexer is a combinational logic circuit designed to switch one of several
input lines to a single common output line.

Multiplexer (Mux):

2n

MMux

n control

Mux 4 to 1:

—— Output

A —0
B—o0
0 — o o

D—o

The Mux has 2" inputs , n control and one output

4 inputs = 2% , n=2 (8,S:) select lines (control).

Do J

Di—— 4:1
MULTIPLEXER

[ —

Da -

-

S1
(a)

Sz

S1 S Y

0 0 Dy

0 1 Dy

1 0 Ds

1 1 Dy
INPUT OUTPUT
Sz S Y
0 0 Do
o 1 VT
1 0 (Y
1 1

(b)
Figure-1

The 4:1 multiplexer block diagram and truth table
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s, S,
E
|
v
D, —» D, —
D — e
D, | Mitpleer [V p 37

*

D —»

o

slejele

Block diagram and logic cirawat of 4 : 1 mux

For selection inputs, S;S, = 00, first AND gate alone is enabled and the output produced is

Y = DpS15g

So'

S )—_,
N

S

D

=\
Ul i

=

Sz
1]
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For

example:

Digitally Adjustable Amplifier Gain

Electronics Engineering

410 1

_ Multiplexer

VCUX

MP3 Player

Docking Station ' :
'

Digital
Satellite

Digital
Cable TV

Gun A

L

)

Y
Multi Sources

Applications of

MUX

D3

A Selected Source
MP3

1 Laptop

0 Satellite

1 Cable TV

lﬁ_)

Multiplexer as Selector

4

«\Mmll]li[] CXCI

L

Surround Sound System

J

!

Single Destination

Application of Multiplexer
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Example:

Design a logical circuit for the following canonical forms using multiplexers:

Y=>1(0,2)
Z=%(0,1,3)
Si Sp Z Y
0 0 | 1
0 1 1. ‘W
1 0 0 1
1 1 I 0
1 Do
0 Dl Mux X
1 ]:)2 4tol
0 D3
L 29
S So
1 Do
1 Dl Mux Z
O D2 4tol
1 D3
21 2‘i
Sl So
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Example-2

Multiplexer can be used to design the Full Adder circuit:

ABCin Couts
000 0 0 Ca
00 1 0 1 S—
010 0 1 B—— FA
i, 0 1 0
1 00 0 1 A | Cout
1 01 1 0
1 1.0 1 0
ol I | 1 1
0o —P»
1 —»
1 —»
0 —»
8:1 » Sum
i . ¥
0O —p
0O —»
1 —»p
A B Ci
0o —P
o —— P
0o —»
1 —»
8:1 pCarry
O =™  Mux
1 —p
1 —p»
11—
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Vcc

Do
D, Mux
D'_‘ 8 to 1
D3 o/
. p S
Ds
De
D732 51 20

A BiCs
Do
D, Mux
DZ 8 to 1
Ds o/p Cout
Dy
Ds
De
D~

22 21 20

A B Ciy
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The Demultiplexer

Demultiplexer is a combinational circuit that accepts multiplexed data and
distributes over multiple output lines. In other words, the function of Demultiplexer is
the inverse of the multiplexing operation. Similar to , the output depends
on the control input.

The 1:4 Demux consists of 1 data input bit, 2 control bits and 4 output bits. D is the
input bit, lo, 11, I2, 13 are the four output bits and Sy and S; are the control bits.

Figure below illustrates the block diagram and circuit diagram of 1:4 Demux.

So S
D
[
® lo
o =D
1:4 ey |4 ‘
D = & N\
DEMUX s ‘ I
> |3
4 ® } I2
So S4 Py =N "
T —
(a) (b)

(a) Block Diagram of 1:4 Demux (b) Circuit Diagram of 1:4 Demux using
Logic Gates



https://electricalfundablog.com/multiplexer-mux-types/

Communication Dept 1st Class Electronics Engineering

The 1:8 Demux consists of 1 data input bit, 3 control bits and 8 output bits. lo, 11, I,
I3, 14, 15, lg, |7 are the eight output bits, Sp, S; and S, are the control bits and input D.

Figure below illustrates the block diagram and circuit diagram of 1:8 Demux.

YIYIY
}lo
2 L—
N T - L=
st 5 .
3 L
}Is
11 s
D__h

(a) Block Diagram of 1:8 Demux (b) Circuit Diagram of 1:8 Demux using
Logic Gates



https://i0.wp.com/electricalfundablog.com/wp-content/uploads/2019/12/1-to-4-Demux.png?ssl=1
https://i0.wp.com/electricalfundablog.com/wp-content/uploads/2019/12/1-to-4-Demux.png?ssl=1
https://i0.wp.com/electricalfundablog.com/wp-content/uploads/2019/12/1-to-4-Demux.png?ssl=1
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Applications of Demux
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Error-Detecting Code

— To detect errors in data communication and processing, an
eighth bit is sometimes added to the ASCII character to
indicate its parity.

— A parity bit is an extra bit included with a message to
make the total number of 1's either even or odd.

e Example:

— Consider the following two characters and their even and

odd parity:

With even parity With odd parity
ASCITA = 1000001 01000001 11000001
ASCII T= 1010100 11010100 01010100

Parity bit generation and checking

O Even parity generation and checking

Three-Bit Message Parity Bit Four Bits Parity Error
Received Check
X Y z P X y z P C
0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 1 1
0 1 0 1 0 0 1 0 1
0 1 1 0 0 0 1 1 0
1 0 0 1 0 1 0 0 1
0 1 0 1 0
1 0 1 0
(
1 1 0 0 3 2 9 g
1 1 1 1 1 0 0 0 1
1 0 0 1 0
_ x 1 0 1 0 0
¥ 5 T 1 0 1 1 1
y P C 1 1 0 0 0
z 1 1 0 1 1
. . 1 1 1 0 1
) 1 1 1 1 0

(a) 3-bit even parity generator (b) 4-bit even parity checker

The circuit that generates the parity bit in the transmitter is called a parity generator. The circuit that checks the parity in the
receiver is called a parity checker

[EI H.W 1: Draw the 7-bit even parity generation and checking circuit.]




Digital Circuits

* Digital circuits are two types

1. Combinational circuit consists of logic gates whose outputs at any
time are determined directly from the present combination of

inputs without regard to previous inputs.

2. Sequential Circuit;employ memory elements in addition to logic
gates. Their outputs are a function of the inputs and the state of

the memory elements.

Decoder

Decoder: A decoder is a logic circuit that accepts a set of inputs that represents a binary
number and activates only the output that corresponds to the input number.
» Adecoder has N inputs and 2~ outputs.

[ A

—— ——80,
Ay
— —e 0,
N A, L M
inputs | @—— Decoder —80, [ outputs
L .A_ ——® Oy,
N-1
ol Only one output
input is high for each

codes input code

» Exactly one output will be active for each combination of the mputs.

» Each of these input combinations only one of the M outputs will be active high (1),
all the other outputs are low (0).

* An AND gate can be used as the basic decoding element because it produces a high
output only when all inputs are high.



» 2 to 4 decoder

v' 2 Inputs

v" 4 Qutputs

Inputs

Outputs

B —»

2to4
Binary
Decoder

——» ()
—» ()
—» ()

—» (3

» 2 to 4 decoder with enable

v Active ( Low)

np P

2-4 decoder with active high output

Inverter
EA]{>°
2
"L
Truth Table
A B ([Q Q Q Q
0 01T 00O
0 1({0 1T 00
1010 0 1 0
1T 110 0 0 1

Logical symbol and truth table of 2-4 decoder

Sfeleg

Ds

Bﬂ—DO—,
>

(a) Logic diagram

=

Dy, Dy

D,

ndinQ papodag

CO OO~

—o—~oM| &
— )
-

— D e e

O - -

(b) Truth table

Two-to-four-line decoder with enable input



> 3 to 8 decoder (active—high)

v 3 Inputs
v 8 Outputs
—T
—
1—l>°—' =}
z —
™
B —
l |7
' ™)
— )
>
E_\
™
—
™
T )

» 4 to 16 decoder

v BCD to 7-Segment Display Decoder

BCD

Input <
Signal

O 0 m >

Dy=xy'z

Dy=xy'z

D, =x"yz"

XY |z D7 D6 D5 D4 D3 D2 D1 DO

[0]ofo[ofofo[efo]of0]1
[ofo[1[o[ofoofolo]12][0

[o]1o[o[ofofoo][1(o]0]
o]t [1[ofofoo1]o]o0f0

1/ofofofofof1ol[of0]0

1jo (10010 (o000

1/1ofoff1]o[ol[o][o[o]0
[1]1[1[1]ofo[o[o]o]o]0

. 7-Segment
Outputs

- D O o T w

L



O Implement the following function using 2 to 4 decoder:

F(AB,C)=4 BC+ABC+ABC
F(A,B,C) =% (3,5,7)

A
Yo Y,
B — | 2to4 Yo — v,
c — Decoder Y,[—Y,
E L Ys Y,
L Dc ! Y, F
Y?
Yo Ya
B — 2to4 Yi— v,
C— Decoder Y [— v,
E Ys—v,

2: Implement the following function using 2 to 4 decoder:
F(A,B,C,D)=% (0.1,5,7,10,11,12,15) + d (2.4.6,14) .

Yo — Yo
c | 2t04 Y. —v,
D — Decoder Y, —Y,
E Y3 Yi
|
Yo Ya
C— 2to4 Yy f— Y, v
D — Decoder Yz — Y, v
| 1
Yol E R Y;
A— 2toa Y, ! v
B Decoder Y, Yu)
11
E Y; Yo Ys Yo
1—1 C— 2tod  Yil—, Yis
D— Decoder Yz —Y,,
E Ys Yu
I |
Yo l—Yy
c— 2tod Y, 1—v,
D — Decoder Y, [—Y,,
. L e
I




U Implement the following function using 2 to 4 decoder:
Y(A,B,C,D) =11 (0,2,5,7,10,13,14) .

c —
D —

2to4

Decoder

c_—|
D —

2to4d

Decoder

U Implement the following function using (3 to 8) and (2 to 4) decoder (active high):
Input binary number [0-30]

Output I, =0 when input is 0,1,2 or prime number .

Output F, = 1 when input is 0,1 or multiples of number 6.

A— 2to4
B — Decoder

1_'

LTI

[TTTTTT

C — 3to8 v
D Decoder Y
E— =
Ye

E kil

A

Yo

¥

Y,

€ — 3to8 v
D Decoder :-
%

¥;
Yo

vl

¥z

3to8 Yy

Decoder :"

v.

¥z

Yo

Y.

Y,

€ — 3tos v,
D Decoder 5
E— Y
Ys

E Y,

| |

(o))

F, (AB.C.D.E)=11(0,1,2.3.5.7.11.13,17,19,23,29)
F, (AB.C.D.E) =X (0.1.6.12.18.24.30)




Encoders
1 Encoder circuit : An encoder is a combinational logic gates that accepts

one or multiple inputs and generates a specific output code. Only one input is
triggered at a time as shown in figure below.

> M=2N M: number of inputs and N: number of outputs

Ag — —8® O,
Ay ——— —® O,
i : Encoder i 02
| I
I I
I I
I I
M inputs N-bit
only one HIGH output code
at a time

1 8 to 3 encoder Implementation

Inputs Outputs
Do D] Dz D; D4 Ds DG D7 X y > 4

1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1 1
0 0 0 0 1 0 0 0 1 0 0
0 0 0 0 1] 1 0 0 1 0 1
0 0 0 0 ] 0 1 0 1 1 0
0 0 0 0 ] 0 0 1 1 1 1

> 7 =D1+D3+D5+D7 D1 D2 D3 D4 DS D6 D7

I |
> y =D2+ D3 + D6 + D7 =’E_D‘x
> X =D4+ D5+ D6 + D7 ; §




d Priority encoder

Inputs Outputs
D, D, D, D X y
DO
D, — P""_t“_z —y 0 0 0 X X
D, : riority X 0 0 0o 0 0
ncoder
D, 1 0 0 0 1

1 0 1 0
X X 1 1 |

P i
P




Name:

Class:

Questions

Question 1

Identify each of these logic gates by name, and complete their respective truth tables:

B

Output

I S

B
0
1
0
1

A >D>_ Qutput
B

A | B | Output
010

011

1[0

111

A j:)_ Output
B

Output

B
010
1
0
1

Question 2

A D Output
B

A|B| Output
00
01
1|0
1|1

A j>— Qutput
B

Output

e j>— Output
B

Output

o
—lol=lc|lw

A D Output
B

Qutput

—[—=le]|e]>
—e|=|c|lm

A —-CD—- Output

A [ Output

N )D— Output
B

Output

—|=le|e|s
—o|l=lc|m

Convert the following logic gate cirenit into a Boolean expression, writing Boolean sub-expressions next

to each gate output in the diagram:




Question 3
Apply DE Morgan’s theorem to each of the following expressions

1) (A+ B+ C)D 2) AB +CD+EF

Question 4

Simplify the following expression: Y = AB + A(B +C) + B(B +C)

Question 5

List the truth table of the function: Write canonical form and minetmer

*F=xy+xy+y z
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Introduction

All Boolean expressions, regardless of their form, can be converted into
either of two standard forms:

» The sum-of-products (SOP) form
» The product-of-sums (POS) form

Standardization makes the evaluation, simplification, and implementation of
Boolean expressions much more systematic and easier.

The Sum-of-Products (SOP) Form

When we add two or multiple product terms by a Boolean addition, the
output expression is a sum-of-products (SOP). It is mainly implemented by
an AND-OR logic where the product of the variables are first produced by
AND gate and then added by the OR gates.

The product-of-Sums (POS) Form

POS (Product of Sums) is the representation of the Boolean function in
which the variables are first summed, and then the Boolean product is applied
in the sum terms. It just needs the variables to be inserted as the inputs to the
OR gate. The terms generated by the OR gates are inserted in the AND
gate. The sum term is formed by an OR operation, and product of two or

multiple sum terms is created by an AND operation.

Difference Between SOP and POS

\
| Pos

The prior difference between the SOP and POS is that the SOP contains
the OR of the multiple product terms. Conversely, POS produces a logical
expression comprised of the AND of the multiple OR terms.
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Comparison Chart

BASIS FOR
COMPARISON

Expandsto

Basic

Expression

includes

Method

Obtained through

Order of

implementation

SOP

Sum of Product

Form of representation of a
boolean expression

incorporating minterms

Product terms are taken
where the input set produces

avalue 1.

1 represents the variable and

0O is the complement of it.

Adding corresponding

product terms.

OR gate is employed after the
AND gate.

Minterms and Maxterms

Electronics Engineering

POS

Product of Sum

Technique of generating a
boolean expression

involving maxterms.

Only Sum terms which

generate a value O.

Orepresents the variable
and 1 complement of the

variable.

Multiplying the relevant

sum terms.

AND gate is used after the
OR gate.

A binary variable may appear either in its normal form (x) or in its
complement form (x’). Now consider two binary variables x and y combined
with an AND operation. Since each variable may appear in either form, there
are four possible combinations: x'y’, X'y, xy’, and xy. Each of these four AND

terms is called a minterm, or a standard product.
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Electronics Engineering

A Boolean function can be expressed algebraically from a given truth table by
form-ing a minterm for each combination of the variables that produces a 1 in
the function and then taking the OR of all those terms.

hat mean

For example:

== OO = = O O |-

A=x'y'z + xy'z2" + xyz

= O = O = O = O |N

Minterms
Term Designation
X yiz’ 7
x'y'z m; <am
x'yz' ns
x'yz m3
xy'z’ mi 4m
XyiZ M
xyz' Mg

xXyz my -

Functions of Three Variables

X y z F1
0 0 0 0
0 0 1 1
0 1 0 0
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1
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The minterm or standard product is:

F=mi;+ms+ my

Note:

The minterms whose sum defines the Boolean function are those which
give the 1’s of the function in a truth table .Also “sum®” meaning the ORing

of terms.

Now consider the complement of a Boolean function. If we take the
complement of F, we obtain :

Minterms and Maxterms for Three Binary Variables

Minterms Maxterms
x ¥ z Term Designation Term Designation
0 0 0 xlytgh my x+y+z My
0 0 1 x'y'z By x+y+z M,
0 1 0 x'yz' "y X Eylak E M;
0 1 1 x'yz ms x+y +z My
1 0 0 xy'z! niy X"yt g M,
1 0 1 xy'z ms xX+y+z Mj
1 1 0 xyz’ Mg X" = Y g Mg
1 1 1 xyz My ¥ Ay gt M,
Functions of Three Variables
x y z F
0 0 0 0
0 0 1 1
0 1 0 0
0 1 1 0
1 0 0 1
1 0 1 D\_/
1 il 0 0
1 1 1

F(maxterms)= M0 .M2 .M3 .M5 .M6
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Note:

Electronics Engineering

This example demonstrate a second property of Boolean algebra: Any
Boolean function can be expressed as a product of maxterms (with
“product” meaning the ANDing of terms). The procedure for obtaining the
product of maxterms directly from the truth table is as follows: Form a
maxterm for each combination of the variables that produces a (0) in the
function, and then form the AND of all those maxterms.

Functions of Three Variables

X y z F
0 0 0 0
0 0 | 1
0 1 0 0
0 i i 0
1 0 0 I
1 0 1 0
1 1 0 0
1 1 1 I

Canonical form

Minterm

Maxterm

Boolean functions expressed as a sum of minterms or product of maxterms
are said to be in canonical form.

For example the canonical form is:

SOP

Canonical form

POS

[

F(X,Y,Z) = 5(1, 4,7)

\

F(X,Y,Z) = TI(0, 2,3, 5, 6)
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Example 1:

Express the Boolean function F = A + B'C as a sum of minterms. The function has
three variables: A, B, and C. The first term A is missing two variables; therefore,

A=A(B+ B')=AB + AB'
This function is still missing one variable, so
A=AB(C+ (C')+ AB'(C+ ()
= ABC + ABC' + AB'C + AB'C’
The second term B’ C is missing one variable; hence,
B'C=B'C(A+A'Y=AB'C+ A'B'C
Combining all terms, we have
F=A+B'C
= ABC + ABC' + AB'C+ AB'C' + A'B'C
But AB'C appears twice, and according to theorem 1 (x + x = x), it is possible to

remove one of those occurrences. Rearranging the minterms in ascending order, we
finally obtain

F=A'B'C + AB'C'+ AB'C + ABC' + ABC
=m1+m4+m5+m5+m7

When a Boolean function is in its sum-of-minterms form, it is sometimes convenient to
express the function in the following brief notation:

F(A,B,C) = 2(1,4,5,6,7)
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Example 2:

Express the Boolean function F = xy + x'z as a product of maxterms. First, convert
the function into OR terms by using the distributive law:
F=xy+x'z=(xy +x)xy + 2)
=@ +x)0@ +x)x+ )0 + 2)
=@ +yE+)0 +2)
The function has three variables: x, y, and z. Each OR term is missing one variable;
therefore,
Xy = s g = & s ) £y ')
xtz=x+tztry' =@x+y+dx+y +2)
Y4 2 =@tz ¥50= & byt T + 3 +g)
Combining all the terms and removing those which appear more than once, we finally
obtain
F=x+y+2)x+y +2)" +y+2)x' +y+2)
= MyM,M,Ms

A convenient way to express this function is as follows:
F(x,y,z) = I1(0, 2, 4,5)

The product symbol, I, denotes the ANDing of maxterms; the numbers are the indices
of the maxterms of the function.

Truth Table for F = xy + x'z

X y z F
0 0 0 Minterms
0 0 1 1
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 0
1 1 0 1 Maxtlerms
1 1 1 1
God luck
Yena. N
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The Half-Subtractor

Electronics Engineering

Half Subtractor

_Bo

Half-Subtractor Block Diagram

Half-Subtractor Truth Table

Input Output
A 8 Difference | Borrow
0 0 0 0
0 1 1 1
1 0 1 0
1 1 0 0

The difference (D) can be expressed as

D=A@B

The borrow (B) can be expressed as

B,=AB

Halt-Subtractor Circuit
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X 00 o1 1 10
0of O K 1 1]
1 0 1 0
L

Borrow=x"z4x" y+yz

2:—0 1 :%D ® Diff

Borrow in >
: T_ Borrow

ut

Diff = (A € B) & Borrowin
Borrow = A'B + (A 6 B)'

God luck
Yena. N
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Sequential Logic Circuits

TP S e Y ——— LT et
WU Combinational
Circuit

Memory
Elarants B I

In our previous lectures we saw how combinational circuits produce a single
output from a combination of input signals. A combinational circuit does not have
memory as its output is determined only by the present input, and not by any
previous input. The output cannot reflect previous input level conditions.

In contrast, sequential circuits—the subject of this session—do have memory.
The output of a sequential circuit is determined both by the present input and

previous input.
What specifically does a sequential circuit need in order to reflect past input into

its present output? Clearly, it needs a memory element. Such a memory element
is called a fTip-flop.

Two Main Types of Sequential Circuits
There are two types of sequential circuit, Synchronous and Asynchronous.

Synchronous types use a clock input to drive the circuit, while Asynchronous
sequential circuits do not use a clock signal as synchronous circuits do.

Clock Percd
ising Falling edge
edos [High I 0

\‘5“’ 2 | "l’/ - -
AL Low U t

Clock Width

God luck
Yena. N
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Code Conversion
» Three bit binary to gray code conversion

Truth Table:
Input Output
Dec. Bg B] Bo 63 Gl GO SOP
v LO L0 L) W] O | e G (B1,B1,By) = £ (1,2.5,6)
| 0 0 | 0 0 1
2 lo|1] 0 0 ] ] Gy (B3,B),By) = £ (2,3,4.5)
3 0 1 1 0 1 0 G2 (BszlsBO) =z (4,5,6,7)
4 1 0 0 1 1 0 POS
5 1 0 1 1 1 1
6 1 | 0 1 0 1 GO (B!sBlaBO) =II (093#",7)
7]rjrjrgl 0 0 Gy (B1,By,By) =1 (0,1,6,7)
Gz (B:QBIOBO) = n (0‘1‘2|3)
GO (BbBlaBO) = E (l$2a5,6)
BBy
B, By'By’ B\'By BBy BBy’
oE—— Y
B, 1 1
B, 1 1
| S——  COBM

Gy (B,,By,Bg) = B)'By + B, By
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G; (B2,B,,By) =11(0,1,2,3)

Electronics Engineering

Gy (B:.BL.Bo) =11 (0.1.67T)

\\3130

By ™~ BBy BitBY

B/*By

B/tB,

By 0

0

By

[ ]

]

G {B,,B,,By) = (B;+By)( B'+B/’)

BBy
B: Bi*By B*By' By+By B/'+B,
B: [ 0 0 0 0 ]
By
G.‘ (B!»anl} o n!
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Code Conversion
» 4-Dit Binary to 2'S complement conversion

Input Output
Dec | A | A | A: A> X | Xa X Xo A—— X='S complement (4) TR
0 a 0 [ 0 0 0 0 a
1 & 3 [ 1 1 1 1 1
2 o | o 1 0 1 1 1 0
3 0| o [ 1 ] 1 0 ]
3 4 1 0 [ 1 1 0 a
S 0 1 0 1 1 0 1 1
3 0 1 1 0 1 0 1 0
7 4 1 1 1 1 0 0 1
s 1 [ Q0 0 [ 0 Q9 Q
B 1 0 0 1 0 1 1 1
0 | 1 o 1 0 o 1 1 o
11 1 0 1 1 0 1 0 1
12 | 1 1 0 0 0 1 0 0
13 [ 1 1 0 1 0 0 1 ]
[ 1 1 0 o 0 1 o
15 | XA | & | % 1 0 0 0 1

SOP standard form

Xo(Ar Ao As A = E(13.579,111315) ¢ X (AsALALA) *E(1,2,5,691013.14)
X (ArALALAD=E(12349101112) ; Xs(AL A ALA)=E(12345678)

POS standard form

Xo (AsA2ALAL) = TT(0,2.4681012.14) ; Xi(AsAxALA) =I1(0,3.47811.12.15)
N (A A ALA) =TTOS56T78 13 1415) ; No(ALA AL A =TT021011,12,13,14,.15)

SOP standard form
v Xo(AnArApLA) = £ (1,3,5,7,9,11,13,15) v Xs (AnAnAnAg) = £ (1,2,3,4.9,10,11,12)
AAy A1
AsAs AYAY AfAr AAe A A TS AMAC | AMA A | Al
AYA;! 1 15¢) l 1 ! 1 ’ 1
AYAY

AYA; 1 1 1
AVA;
AsA; | |
1 1 Adhs 1

Asds 1 1 Asty [ 1 { 1 \ 1 \
[ ! | L
Xo (A3A2A1,4) = Ay X (AnAnALAY) = AYAp + AYA + AAAY
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POS standard form

v Xi (AnAsnALAg) =T1(0,3.4,7,8,11,12,15) v X5 (AsnAALAY) =11(0,9,10,11,12,13,14,15)
ANy A1Ay
A AFAr AFAY ARAY AYHA, A, A+Ag AHAY AHAY A+
AstAs 0 0 0 |
AstAs |
AyAY 0 0
AstAY

Af+AY

0 0 I
) = As'+As \_° ° ) 0

X1 (A5AnALAY = (Ar=Ag)(Ar'+Aq") N (AnAsALAD = (A +AS AL +A HAY A HASTA+ Ap=Ag)

Ayl o ° { o Ife IEe) # ]]

Ay A,

No (A Ande) = A ¢ Xp (Al d 1A = (A FAMAFAD : Xs (AaAndpAg = A4 Ag +ASA, + A A
N (A3 A2A 1A ) = (AL A NAFANNATA Y WATFAF A F4y)

Good tuck
Gona N




DIGITAL TECHNIQUE

Quine-McClusckey Tabulation Method

The Quine-McClusckey algorithm is functionally identical to Karnaugh
mapping, but the tabular form makes it more efficient for use in computer
algorithms, and it also gives a deterministic way to check that the minimal form
of a Boolean function has been reached. It is sometimes referred to as the
tabulation method.

The largest number of variables that can be used in Karnaugh map is 6
variables, while un limited numbers of variables can be used in the Quine-
McClusckey algorithm.

Two steps process utilizing tabular listings to:

e |dentify prime implicants
e |dentify minimal PI set

All work is done in tabular form:

e Number of variables is not limited
e Basic for many computer implementations

Example (1):
Simplify the following canonical form using Quine-McClusckey method:
Y=Ym (0,2,8,5,10,7,13,15)

0 0000, 2 0010, 8 1000, 5
0101
10 1010, 7 0111, 13 1101, 15
1111

Dec. Binary Click

ABCD

0 00O00O v

2 0010 v

8 1000 v

5 0101 v

10 1010 v

7 0111 v

v
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v
Dec. Binary | Click
ABCD
02 100 -0 v
08 |- 000 v
210 |- 0 1 O \
810 |1 0 - O \

Dec. Binary | Click

0,2,8,10
0,8,2,10 |-

Y=B’D’+BD

To confirm that we get the right solution we can use Karnaugh map method in
order to ensure our result:

Y=B’D’+BD
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Concept of Prime Implicant

Sometimes the Quine-McClusckey method gives the
simplified solution but not the optimum one as we will see in
the next example:

Example (2):

Simplify the following canonical form using Quine-McClusckey method:
Y=Ym (0,1,2,3,5,7,13,15)

Dec.

Dec. Binary | Click
ABCD

0,1 |0 00 - v

02 |00 -0 v

13 |0 0 -1 v

15 |0 - 01 v

23 |0 01 - v
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Dec. Binary | Click

A B
0123 |0 O
0213 |0 O

Y=A’B’+A’D+BD

Using Karnaugh map method we get:

Out of K map: Y=A’B’+BD
Out of Q.M: Y=A'B’+A’D+BD

Concept of prime implicant:
Y=A’B’+A’D+BD

X X X X
X X

X
X

X[ X

The P.lis: Y=A’B’+BD
Gsod luck
Dlona. N



