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The Inverter (NOT Gate) • 

  The inverter (NOT gate) performs the operation called 

inversion or complementation. 

  • The inverter changes one logic level to the opposite level. In 

terms of bits, it changes a 1 to a 0 and a 0 to a 1. 

  • Standard logic symbol  for the inverter as well as Inverter 

Truth Table are shown in Figure (1) below. • 

  • When a HIGH level is applied to an inverter input, a LOW 

level will appear on its output. • 

  When a LOW level is applied to its input, a HIGH will appear on 

its output. 

 

 

 

 

 A table such as this is called a truth table. 

 The operation of an inverter (NOT gate) can be expressed as 

follows :  

  If the input variable is called A and the output variable is 

called Y, then Y = A. 

 This expression states that the output is the complement of 

the input, • So if A = 0, then Y =1, and if A = 1, then Y = 0. • 



Electronics Engineering   Communication Dept 1st Class 

 

2 

 

  The complemented variable A can be read as "A bar" or 

"not A". 

 

 

 

 

 

 

 

The inverter (NOT gate) is used in many applications. One of 

these application is to produce the 1's complement of an 8-bit(one 

byte) binary number. The bits of the binary number are applied to 

the inverter inputs and the 1's complement of the number appears 

on the output.  
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THE AND GATE 

 The AND gate is one of the basic logic gates. An AND gate 

can have two or more inputs and performs what is known as 

“ logical multiplication ’’  

 Standard logic symbols for the AND gate are shown in 

Figure below as well as the truth table for a 2-input AND gate 

is shown in the table below.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 An AND gate produces a HIGH output only when all of the 

inputs are HIGH. When any of the inputs is LOW, the output 

is LOW. Therefore, the basic purpose of an AND gate is to 

determine when certain conditions are simultaneously true, 

as indicated by HIGH levels on all of its inputs, and to 

produce a HIGH on its output to indicate that all these 

conditions are true.  

 Assume the inputs of the 2-input AND gate are labeled A and 

B, and the output is labeled Y.  

 The AND gate operation can be stated as follows: 
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 For a 2-input AND gate, output Y is HIGH only when both inputs 

A and B are HIGH. 

 Y is LOW when either A or B is LOW, or when both A and B are 

LOW 

 Two input waveforms, A and B, are applied to an X-OR gate    

inputs as in Figure below, Y is the resulting output waveform. 

 Figure below refers to the AND gate operation with a timing 

diagram showing input and output relationships. 

 

 

 

H.W 

Develop the truth table for a 3-input AND gate? 
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 The logical AND function of two variables is represented 

mathematically either by placing a dot between the two 

variables, as A·B, or by simply writing the adjacent letters 

without the dot, as AB. We will normally use the latter notation 

because it is easier to write. 

 

 The operation of a 2-input AND gate can be expressed in 

equation form as follows:  

 

 If one input variable is A, the other input variable is B, and 

the output variable is Y, then the Boolean expression is: 

                                    Y = 𝑨𝑩 

  The figure below shows the AND gate logic symbol with 

two, three and four input variables and the equivalent 

output variable. 

 

THE OR GATE 

 The OR gate is another type of the basic gates from which all 

logic functions are constructed.  

 An OR gate can have two or more inputs and performs what 

is known as logical addition. 

 Standard logic symbol for the OR gate is shown in Figure 

below as well as the truth table of a 2-input OR gate is 

illustrated. 
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 This truth table can be expanded for any number of inputs; 

but regardless of the number of inputs, the output is HIGH 

when one or more inputs are HIGH.  

 An OR gate can have any number of inputs greater than one. 

 

  An OR gate produces a HIGH on the output when any of 

the inputs is HIGH (when either input A or input B is HIGH, 

or when both A and B are HIGH). 

 The output is LOW only when all of the inputs are LOW. 
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Two input waveforms, A and B, are applied to an OR gate inputs 

as in Figure below, Y is the resulting output waveform. 

 

 

 

 The logical OR function of two variables is represented 

mathematically by a plus sign + between the two variables, 

for example, A + B. 

 The operation of a 2-input OR gate can be expressed as 

follows: 

 If one input variable is A, the other input variable is B, 

and if the output variable is Y, then the Boolean 

expression is as follows; Y = 𝑨 + 𝑩  

 The Figure below shows the OR gate logic symbol with 

two, three and four input variables and the output 

variable indicated. 

 

 

 

 

 

 



Electronics Engineering   Communication Dept 1st Class 

 

8 

 

THE NAND GATE 

 The NAND gate is a popular logic element because it can be 

used as a universal gate; that is, NAND gates can be used in 

combination to perform the AND, OR, and inverter gates. 

 The term NAND is a contraction of NOT-AND and implies an 

AND function with a complemented (inverted) output. 

 The standard logic symbol for a 2-input NAND gate and its 

equivalency to an AND gate followed by an inverter are 

shown in Figure below, also the truth table of the logical 

operation of the 2-input NAND gate is shown in table below: 

 

 

 

 

 

 

 

 

 

 

 

 For the specific case of a 2-input NAND gate, as shown in 

Figure above with the inputs labeled A and B and the output 

(Y), the operation can be stated as follows: 

 For a 2-input NAND gate, output Y is LOW only when 

both inputs A and B are HIGH; Y output is HIGH when 

either A or B is LOW, or when both A and B are LOW. 
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That this operation is opposite to the AND gate in terms of the 

output level. In other words, The NAND is the same as AND 

except the output is inverted. 

 

The NAND gate is equivalent to an AND gate followed by NOT 

(Invertor) as shown before. So the expression will be as follows, if 

the inputs are A and B , and the output is Y: 

 

 

 

 

 

 

Two input waveforms, A and B, are applied to a NAND gate inputs 

as in Figure below, Y is the resulting output waveform. 

 

Note 
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THE NOR GATE 

 The NOR gate, like the NAND gate, is a useful logic 

element because it can also be used as a universal gate; 

that is, NOR gates can be used in combination to perform 

the AND, OR, and inverter operations. 

 The term NOR is a contraction of NOT-OR and implies an 

OR function with an inverted (complemented) output. 

 The standard logic symbol for a 2-input NOR gate and its 

equivalent OR gate followed by an inverter are shown in 

Figure below. Also the truth table for a 2-input NOR gate 

is shown in the table below. 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

As a result, the NOR is the same as the OR except the output 

is inverted. 

 A NOR gate produces a LOW output when any of its inputs is 

HIGH. Only when all of its inputs are LOW is the output 

HIGH. 
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 For a 2-input NOR gate, output X is LOW when either input A 

or input B is HIGH, or when both A and B are HIGH. 
  Y (output)  is HIGH only when both A and B are LOW.  

 

If three input waveforms, A, B and C, are applied to the NOR gate 

inputs as in Figure below, what is the resulting output waveform? 

 

 

  Solution: 

  

The output Y is LOW when any input is HIGH as shown by the 

output waveform Y in the timing diagram 
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NEGATIVE-AND EQUIVALENT OPERATION OF THE NOR 

GATE 

 A NOR gate can be used for an AND operation that requires 

all LOW inputs to produce a HIGH output. This aspect of 

NOR operation is called Negative-AND. 

 

 For a 2-input NOR gate performing a negative-AND 

operation, output Y is HIGH only when both inputs A and B 

are LOW.  

 

 When a NOR gate is used to detect all LOWs on its inputs 

rather than one or more HIGHs, it is performing the negative-

AND operation and is represented by the standard symbol in 

Figure below 
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LOGIC EXPRESSION FOR A NOR GATE 

The Boolean expression for the output of a 2-input NOR gate can 

be written as:  

 

 

 

 

 

 

 

 

 

 

1. When is the output of a NOR gate HIGH? 

2. When is the output of a NOR gate LOW? 

3. Describe the functional difference between a NOR 

gate and a negative-AND gate? 

4. Do they both have the same truth table? 

5. Write the output expression for a 3-input NOR with 

input variables A, B, and C? 

 

Good luck 

Dena.N 

Home Work 
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 The XOR gate has only two inputs. 

 The output of an exclusive-OR gate is HIGH only when the 

two inputs are at opposite logic levels. 

  This operation can be stated as follows with reference to 

inputs A and B and output Y:  

  For an exclusive-OR gate, output Y is HIGH when input A is 

LOW and input B is • HIGH, or when input A is HIGH and 

input B is LOW; Y is LOW when both A and B are HIGH or 

LOW. 

 Standard logic symbols for the exclusive OR (XOR) gate 

are shown in Figure below as well as the truth table for XOR 

gate is shown in table below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 The Boolean expression for the output of a 2-input XOR gate 

can be written as:   
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 As a result, we can make XOR gate by using NOT, AND, 

and OR gates as Figure below: 

 

 

The four possible input combination and the resulting outputs for 

an XOR gate are illustrated in figure below: 

 

Example of exclusive-OR gate operation with pulse waveform 

inputs. 
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 The standard logic symbol for an exclusive-NOR (XNOR) 

gate and its equivalent exclusive-OR (XOR) gate followed 

by an inverter are shown in Figure below as well as the 

truth table for exclusive NOR (XNOR) gate is shown in table 

below: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Like the XOR gate, an XNOR has only two inputs. 

 The bubble on the output of the XNOR symbol indicates that 

its output is opposite that of the XOR gate. 

  When the two input logic levels are opposite, the output of 

the exclusive-NOR gate is LOW. 

 For an exclusive-NOR gate, output Y is LOW when input A is 

LOW and input B is HIGH, or when A is HIGH and B is LOW; 

Y is HIGH when both A and B are HIGH or LOW. 
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 The Boolean expression for the output of a 2-input XNOR 

gate can be written as:  

 

 

 

 

Determine the output waveforms for the XOR gate and for the 

XNOR gate, given the input waveforms, A and B, in Figure below? 

 

Solution: the XOR output is HIGH only when both inputs are at 

opposite levels and the XNOR output is HIGH only when both 

inputs are the same levels. 

Example 
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Symbols and truth tables for logic gates (limited to 2 

 inputs)

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

1. When is the output of an XOR gate HIGH? 

2. When is the output of an XNOR gate HIGH? 

3. How can you use an XOR gate to detect when two bits are 

different? 

Home Work 
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IC Digital Logic Families 
 
Digital IC gates are classified not only by their logic operation, but 
also by the specific logic-circuit family to which they belong. Each 
logic family has its own basic electronic circuit  upon which more 
complex digital circuits and functions are developed.  
 
The basic circuit in each family is either a NAND or a NOR gate. 
The electronic components employed in the construction of the 
basic circuit are usually used to name the logic family.  
 
Many different logic families of digital ICs have been introduced 
commercially. The ones that have achieved widespread popularity 
are listed below: 
 
 
 
TTL       Transistor-Transistor Logic 
ECL       Emitter-Coupled Logic 
MOS      Metal-Oxide Semiconductor 
CMOS   Complementary Metal-Oxide Semiconductor 
I2L          Integrated-injection Logic 
 
 
 
 
 

 TTL has an extensive list of digital functions and is currently 
the most popular logic family.  

 ECL is used in systems requiring high-speed operations.  
 MOS and I2L are used in circuits requiring high component 
density. 

 CMOS is used in systems requiring low power consumption. 
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Good luck 

Dena.N 
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George Boole, a nineteenth-century English Mathematician, 

developed a system of logical algebra by which reasoning can be 

expressed mathematically. In 1854, Boole published a classic 

book, “An Investigation of the Laws of thought” on which he 

founded the Mathematical theories of Logic and Probabilities, 

Boole‟s system of logical algebra, now called Boolean algebra, 

was investigated as a tool for analyzing and designing relay 

switching circuits by Claude E. Shannon at the Massachusetts 

institute of Technology in 1938. Shannon, a research assistant in 

the Electrical Engineering Department, wrote a thesis entitled “A” 

symbolic Analysis of Relay and Switching Circuits. As a result of 

his work, Boolean algebra is now, used extensively in the analysis 

and design of logical circuits. Today Boolean algebra is the 

backbone of computer circuit analysis. 

 

The electronics circuits and signals  

 A logic 1 will represent closed switch, a high voltage, or 

an “on” lamp. 

 A logic 0 will represent an open switch, low voltage, or an 

“off” lamp.  

These describe the only two states that exist in digital logic 

systems and will be used to represent the in and out conditions of 

logic gates. 

 

        Boolean algebra is a logical algebra in which symbols are 
used to represent logic levels. Any symbol can be used, however, 
letters of the alphabet are generally used. Since the logic levels 
are generally associated with the symbols 1 and 0, whatever 
letters are used as variables that can take the values of 1 or 0. 
 
Boolean algebra has only two mathematical operations, addition 
and multiplication. These operations are associated with the OR 
gate and the AND gate, respectively. 
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     When the + (the logical addition) symbol is placed between two 
variables, say X and Y, since both X and Y can take only the role 0 
and 1, we can define the + Symbol by listing, all possible 
combinations for X and Y and the resulting value of X + Y. 
 
The possible input and output combinations may arranged as 
follows: 

0 + 0 = 0 
0 + 1 =1 
1 + 0 = 1 
1 + 1 = 1 

 
     This table represents a standard binary addition, except for the 
last entry. When both X and Y represents 1‟s, the value of X + Y is 
1. The symbol + therefore does not has the “Normal” meaning, 
but is a Logical addition symbol. The plus symbol (+) read as "OR", 
therefore X +Y is read as X or Y. 
 
 
 
 
 

    We can define the "." (logical multiplication) symbol or AND 
operator by listing all possible combinations for (input) variables X 
and Y and the resulting (output) value of X . Y as, 
 

0 . 0 = 0 
0 . 1 = 0 
1 . 0 = 0 
1. 1 = 1 

 
 

 
 
     Three of the basic laws of Boolean algebra are the same as in 
ordinary algebra; the commutative law, the associative law and the 
distributive law. 

 
 

Note 
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 The commutative law: for addition and multiplication of two 
variables is written as, 

 
 

              A + B = B + A 
 

And      A . B = B . A 
 

 The associative law:  for addition and multiplication of three 
variables is written as, 

 
                       (A + B) + C = A + (B + C) 

 
 

And           (A .B) . C = A. (B. C) 
 

 The distributive law: for three variables involves, both 
addition and multiplication and is written as, 

 
A (B+ C) = A B + AC 

 
 Note that while either '+' and „.‟ s  can be used freely. The two 
cannot be mixed without ambiguity in the absence of further rules. 
For example does A . B + C means (A . B) + C or A . (B+ C)? 
 
 These two form different values for A = 0, B = 1 and C = 1, 
because we have  
  (A . B) + C = (0.1) + 1 = 1 

and A . (B + C) = 0 . (1 + 1) = 0 
 
which are different. The rule which is used is that „.‟ is always 
performed before '+'. Thus X . Y + Z is (X.Y) + Z. 
 
 

     We state the duality theorem without proof. Starting with a 
Boolean relation, we can derive another Boolean relation by 
 
1) Changing each OR (+) sign to an AND (.) sign. 
2) Changing each AND (.) sign to an OR (+) sign.  
3) Complementary each 0 and 1 For instance. 
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A + 0 = A 
 
 

 The dual relation is              A . 1 = A  
 
 
Also since                      A (B + C) = AB + AC     by distributive law.  
 
 
Its dual relation is         A + B C = (A + B) (A + C) 
 
 

1. X + 0 = X 
 

2. X + 1 = 1 
OR operations 

3. X + X = X  
  

4. X +  X =1 
 

 
 

5. X . 0 =0 
 

6. X . 1 =X 
AND operations                  

7. X . X = X 
 

8.  X . X = 0 
 

9. X =  X                                      Double Complement 
 

 

 

 

10. X + Y = Y + X                  Commutative laws 
 

11. XY = YX 
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12. (X + Y ) +Z= X +(Y + Z)          
 

13.  (X .Y).Z =X.(Y. Z) 
 

14. X (Y + Z) = XY + XZ                Distribution Law 
 

15. X + Y.Z = (X + Y) . (X + Z)    Dual of Distributive Law 
 

16. X + XZ = X                                   
 

17. X (X + Z) = X 
 

18. X+  X Y = X+Y                             
        

19. X ( X +Y) =X.Y 
 

20. X+Y =  X . Y                   
 

21. 21. X.Y =  X + Y 
 
 
 
 
 
 

 
 

 

Good luck 

Dena.N 
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George Boole, a nineteenth-century English Mathematician, 

developed a system of logical algebra by which reasoning can be 

expressed mathematically. In 1854, Boole published a classic 

book, “An Investigation of the Laws of thought” on which he 

founded the Mathematical theories of Logic and Probabilities, 

Boole‟s system of logical algebra, now called Boolean algebra, 

was investigated as a tool for analyzing and designing relay 

switching circuits by Claude E. Shannon at the Massachusetts 

institute of Technology in 1938. Shannon, a research assistant in 

the Electrical Engineering Department, wrote a thesis entitled “A” 

symbolic Analysis of Relay and Switching Circuits. As a result of 

his work, Boolean algebra is now, used extensively in the analysis 

and design of logical circuits. Today Boolean algebra is the 

backbone of computer circuit analysis. 

 

The electronics circuits and signals  

 A logic 1 will represent closed switch, a high voltage, or 

an “on” lamp. 

 A logic 0 will represent an open switch, low voltage, or an 

“off” lamp.  

These describe the only two states that exist in digital logic 

systems and will be used to represent the in and out conditions of 

logic gates. 

 

        Boolean algebra is a logical algebra in which symbols are 
used to represent logic levels. Any symbol can be used, however, 
letters of the alphabet are generally used. Since the logic levels 
are generally associated with the symbols 1 and 0, whatever 
letters are used as variables that can take the values of 1 or 0. 
 
Boolean algebra has only two mathematical operations, addition 
and multiplication. These operations are associated with the OR 
gate and the AND gate, respectively. 
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     When the + (the logical addition) symbol is placed between two 
variables, say X and Y, since both X and Y can take only the role 0 
and 1, we can define the + Symbol by listing, all possible 
combinations for X and Y and the resulting value of X + Y. 
 
The possible input and output combinations may arranged as 
follows: 

0 + 0 = 0 
0 + 1 =1 
1 + 0 = 1 
1 + 1 = 1 

 
     This table represents a standard binary addition, except for the 
last entry. When both X and Y represents 1‟s, the value of X + Y is 
1. The symbol + therefore does not has the “Normal” meaning, 
but is a Logical addition symbol. The plus symbol (+) read as "OR", 
therefore X +Y is read as X or Y. 
 
 
 
 
 

    We can define the "." (logical multiplication) symbol or AND 
operator by listing all possible combinations for (input) variables X 
and Y and the resulting (output) value of X . Y as, 
 

0 . 0 = 0 
0 . 1 = 0 
1 . 0 = 0 
1. 1 = 1 

 
 

 
 
     Three of the basic laws of Boolean algebra are the same as in 
ordinary algebra; the commutative law, the associative law and the 
distributive law. 

 
 

Note 
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 The commutative law: for addition and multiplication of two 
variables is written as, 

 
 

              A + B = B + A 
 

And      A . B = B . A 
 

 The associative law:  for addition and multiplication of three 
variables is written as, 

 
                       (A + B) + C = A + (B + C) 

 
 

And           (A .B) . C = A. (B. C) 
 

 The distributive law: for three variables involves, both 
addition and multiplication and is written as, 

 
A (B+ C) = A B + AC 

 
 Note that while either '+' and „.‟ s  can be used freely. The two 
cannot be mixed without ambiguity in the absence of further rules. 
For example does A . B + C means (A . B) + C or A . (B+ C)? 
 
 These two form different values for A = 0, B = 1 and C = 1, 
because we have  
  (A . B) + C = (0.1) + 1 = 1 

and A . (B + C) = 0 . (1 + 1) = 0 
 
which are different. The rule which is used is that „.‟ is always 
performed before '+'. Thus X . Y + Z is (X.Y) + Z. 
 
 

     We state the duality theorem without proof. Starting with a 
Boolean relation, we can derive another Boolean relation by 
 
1) Changing each OR (+) sign to an AND (.) sign. 
2) Changing each AND (.) sign to an OR (+) sign.  
3) Complementary each 0 and 1 For instance. 
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A + 0 = A 
 
 

 The dual relation is              A . 1 = A  
 
 
Also since                      A (B + C) = AB + AC     by distributive law.  
 
 
Its dual relation is         A + B C = (A + B) (A + C) 
 
 

1. X + 0 = X 
 

2. X + 1 = 1 
OR operations 

3. X + X = X  
  

4. X +  X =1 
 

 
 

5. X . 0 =0 
 

6. X . 1 =X 
AND operations                  

7. X . X = X 
 

8.  X . X = 0 
 

 
 

9.  X =  X                                      Double Complement 
 

 

 

 

 

 



Electronics Engineering   Communication Dept 1st Class 

 

5 

 

 

10. X + Y = Y + X                               Commutative laws 
 

11. X.Y = Y.X 
 

 
 

12. (X + Y ) +Z =  X +(Y + Z)          
 

13.  (X .Y).Z  =  X.(Y. Z) 
 

 

14. X.(Y + Z) = XY + XZ                Distribution Law 
 

15. X + (Y.Z) = (X + Y) . (X + Z)   Dual of Distributive Law 
 

 

16. X + XZ = X                                   
 

17. X (X + Z) = X 
 

 
 

18. X+  X Y = X+Y                             
        

19. X ( X +Y) =X.Y 
 

 
 

20. X+Y =  X . Y                   
 

21. X.Y =  X + Y 
 
 
 
 
 
 

 
 

Identity Theorems 

De Morgan's Theorems 

       Laws of absorption 

Associative laws 
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De’Morgan’s Theorems is important to Boolean logic. They allow us to 

. Applying exchange OR operation with AND operation and vice versa
De’Morgan, we can also simplify Boolean expression in many cases. 
 
 
 
 
 
 
 
 

Good luck 

Dena.N 
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George Boole, a nineteenth-century English Mathematician, 

developed a system of logical algebra by which reasoning can be 

expressed mathematically. In 1854, Boole published a classic 

book, “An Investigation of the Laws of thought” on which he 

founded the Mathematical theories of Logic and Probabilities, 

Boole‟s system of logical algebra, now called Boolean algebra, 

was investigated as a tool for analyzing and designing relay 

switching circuits by Claude E. Shannon at the Massachusetts 

institute of Technology in 1938. Shannon, a research assistant in 

the Electrical Engineering Department, wrote a thesis entitled “A” 

symbolic Analysis of Relay and Switching Circuits. As a result of 

his work, Boolean algebra is now, used extensively in the analysis 

and design of logical circuits. Today Boolean algebra is the 

backbone of computer circuit analysis. 

 

The electronics circuits and signals  

 A logic 1 will represent closed switch, a high voltage, or 

an “on” lamp. 

 A logic 0 will represent an open switch, low voltage, or an 

“off” lamp.  

These describe the only two states that exist in digital logic 

systems and will be used to represent the in and out conditions of 

logic gates. 

 

        Boolean algebra is a logical algebra in which symbols are 
used to represent logic levels. Any symbol can be used, however, 
letters of the alphabet are generally used. Since the logic levels 
are generally associated with the symbols 1 and 0, whatever 
letters are used as variables that can take the values of 1 or 0. 
 
Boolean algebra has only two mathematical operations, addition 
and multiplication. These operations are associated with the OR 
gate and the AND gate, respectively. 
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     When the + (the logical addition) symbol is placed between two 
variables, say X and Y, since both X and Y can take only the role 0 
and 1, we can define the + Symbol by listing, all possible 
combinations for X and Y and the resulting value of X + Y. 
 
The possible input and output combinations may arranged as 
follows: 

0 + 0 = 0 
0 + 1 =1 
1 + 0 = 1 
1 + 1 = 1 

 
     This table represents a standard binary addition, except for the 
last entry. When both X and Y represents 1‟s, the value of X + Y is 
1. The symbol + therefore does not has the “Normal” meaning, 
but is a Logical addition symbol. The plus symbol (+) read as "OR", 
therefore X +Y is read as X or Y. 
 
 
 
 
 

    We can define the "." (logical multiplication) symbol or AND 
operator by listing all possible combinations for (input) variables X 
and Y and the resulting (output) value of X . Y as, 
 

0 . 0 = 0 
0 . 1 = 0 
1 . 0 = 0 
1. 1 = 1 

 
 

 
 
     Three of the basic laws of Boolean algebra are the same as in 
ordinary algebra; the commutative law, the associative law and the 
distributive law. 

 
 

Note 
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 The commutative law: for addition and multiplication of two 
variables is written as, 

 
 

              A + B = B + A 
 

And      A . B = B . A 
 

 The associative law:  for addition and multiplication of three 
variables is written as, 

 
                       (A + B) + C = A + (B + C) 

 
 

And           (A .B) . C = A. (B. C) 
 

 The distributive law: for three variables involves, both 
addition and multiplication and is written as, 

 
A (B+ C) = A B + AC 

 
 Note that while either '+' and „.‟ s  can be used freely. The two 
cannot be mixed without ambiguity in the absence of further rules. 
For example does A . B + C means (A . B) + C or A . (B+ C)? 
 
 These two form different values for A = 0, B = 1 and C = 1, 
because we have  
  (A . B) + C = (0.1) + 1 = 1 

and A . (B + C) = 0 . (1 + 1) = 0 
 
which are different. The rule which is used is that „.‟ is always 
performed before '+'. Thus X . Y + Z is (X.Y) + Z. 
 
 

     We state the duality theorem without proof. Starting with a 
Boolean relation, we can derive another Boolean relation by 
 
1) Changing each OR (+) sign to an AND (.) sign. 
2) Changing each AND (.) sign to an OR (+) sign.  
3) Complementary each 0 and 1 For instance. 
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A + 0 = A 
 
 

 The dual relation is              A . 1 = A  
 
 
Also since                      A (B + C) = AB + AC     by distributive law.  
 
 
Its dual relation is         A + B C = (A + B) (A + C) 
 
 

1. X + 0 = X 
 

2. X + 1 = 1 
OR operations 

3. X + X = X  
  

4. X +  X =1 
 

 
 

5. X . 0 =0 
 

6. X . 1 =X 
AND operations                  

7. X . X = X 
 

8.  X . X = 0 
 

 
 

9.  X =  X                                      Double Complement 
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10. X + Y = Y + X                               Commutative laws 
 

11. X.Y = Y.X 
 

 
 

12. (X + Y ) +Z =  X +(Y + Z)          
 

13.  (X .Y).Z  =  X.(Y. Z) 
 

 

14. X.(Y + Z) = XY + XZ                Distribution Law 
 

15. X + (Y.Z) = (X + Y) . (X + Z)   Dual of Distributive Law 
 

 

16. X + XZ = X                                   
 

17. X (X + Z) = X 
 

 
 

18. X+  X Y = X+Y                             
        

19. X ( X +Y) =X.Y 
 

 
 

20. X+Y =  X . Y                   
 

21. X.Y =  X + Y 
 
 
 
 
 
 

 
 

Identity Theorems 

De Morgan's Theorems 

       Laws of absorption 

Associative laws 
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De’Morgan’s Theorems is important to Boolean logic. They allow us to 

. Applying exchange OR operation with AND operation and vice versa
De’Morgan, we can also simplify Boolean expression in many cases. 
 
 
 
 
 
 
 
 

Good luck 

Dena.N 
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1. By using laws of Boolean Algebra. 

2. By using Karnaugh Maps also called as K Maps. 

 

 

 

A K-map is a diagram made up of squares, with each square representing 

one minterm of the function that is to be minimized. Since any Boolean 

function can be expressed as a sum of minterms, it follows that a Boolean 

function is recognized graphically in the map from the area enclosed by those 

squares whose minterms are included in the function. 

The Karnaugh Map also called as K Map is a graphical representation 

that provides a systematic method for simplifying the boolean 

expressions. 

 
 

 
 Two variable K-Map is drawn for a Boolean expression consisting 

of two variables. 

 The number of cells present in two variable K-Map = 22 = 4 cells. 

 So, for a Boolean function consisting of two variables, we draw a   
( 2 x 2) K-Map. 

 

 

Two variable K-Map may be represented as- 

For a Boolean expression consisting of n-variables, number of cells required in 

K-Map = 2n cells. 
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Here, A and B are the two variables of the given Boolean function. 

 

  

 Three variable K Map is drawn for a Boolean expression consisting of three 
variables. 

 The number of cells present in three variable K-Map = 23 = 8 cells. 

 So, for a Boolean function consisting of three variables, we draw a 

 ( 2 x 4) K Map. 

  

Three variable K-Map may be represented as- 
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Here, A, B and C are the three variables of the given Boolean function. 

 

 
  

 Four variable K-Map is drawn for a Boolean expression consisting of four 
variables. 

 The number of cells present in four variable K-Map = 24 = 16 cells. 

 So, for a boolean function consisting of four variables, we draw a ( 4 x 4) K-
Map. 

  

Four variable K-Map may be represented as- 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Here, A, B, C and D are the four variables of the given Boolean function. 
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To minimize the given Boolean function 

 We draw a K Map according to the number of variables it contains. 

 We fill the K Map with 0’s and 1’s according to its function. 

 Then, we minimize the function in accordance with the following 

steps to find the minterm solution or K-map: 

 

 Step-1: 
 
Firstly, we define the given expression in its canonical form. 
 
 Step-2: 
 
Next, we create the K-map by entering 1 to each product-term into the K-map 
cell and fill the remaining cells with zeros. 
 
 Step-3: 
 
Next, we form the groups by considering each one in the K-map. 
 
 
 
 
 
 
 
 
 
 

Notice that each group should have the largest number of 'ones'. A group 
cannot contain an empty cell or cell that contains 0. 

 

 We can only create a group whose number of cells can be represented 
in the power of 2. 

 In other words, a group can only contain 2n i.e. 1, 2, 4, 8, 16 and so on 
number of cells. 



Electronics Engineering   Communication Dept 1st Class 

 

5 

 

 We group the number of ones in the decreasing order. First, we have 
to try to make the group of eight, then for four, after that two and lastly 
for 1.  

 

 Groups can be only either horizontal or vertical. 
 We cannot create groups of diagonal or any other shape. 

 The elements in one group can also be used in different groups only 
when the size of the group is increased. In other words, each group 
should be as large as possible. 

 The elements located at the edges of the table are considered to be 
adjacent. So, we can group these elements. 
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 We can consider the 'don't care condition' only when they aid in increasing 

the group-size. Otherwise, 'don't care' elements are discarded. 

 

 

 

 

 

 

 

 

:Step 4 

      In the next step, we find the Boolean expression for each group. By 
looking at the common variables in cell-labeling, we define the groups in 
terms of input variables. In the below example, there is a total of , two groups
i.e., group 1 and group 2, with two and one number of 'ones'. 

In the first group, the  are present in ones the row for which the value of A is  
0. Thus, they contain the complement of variable A. Remaining two 'ones' are 
present in adjacent columns. In these columns, only  term in B  is the common
product term corresponding to the group as (A’B). 

 Just like group 1, in group 2, the one's are present in a row for which the  
value of A is 1. So, the corresponding variables of this column are B'C'. The 

overall product term of this group is( AB'C'). 
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:Step 5     

     Lastly, we find the Boolean expression for the Output. To find the simplified 

Boolean expression in the SOP form, we combine the product-terms of all 

individual groups. So the simplified expression of the above k-map is as 

follows: 

 

 

 

 

 

A'B+AB'C' 
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.Let's take some examples 

Example 1: 

Simplify the Boolean function: 

 F (x, y, z) = ∑(2, 3, 4, 5) 

 

 

 

 

 

 

 

 

 F (x, y, z) = ∑ (2, 3, 4, 5) = xy’ + x’y 

   

Example 2:           

Simplify the Boolean function:  

F (w, x, y, z) = ∑  (0, 1, 2, 4, 5, 6, 8, 9, 12, 13, 14) 
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The simplified function is: 

 F = y’ + w’z’ + xz’� 

 

 

Map for Example 2, F(w, x, y, z) = ∑(0,1, 2, 4, 5, 6, 8, 9, 12, 13, 14) 

  y’ + w’z’ + xz’  =

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Good luck 

Dena.N 
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In digital electronics an adder is a logic circuit that implements addition 
of numbers. In many computers and other types of processors, 
adders are used to calculate addresses, similar operations and table 
indices in the arithmetic logic unit (ALU) and also in other parts of the 
processors. These can be built for many numerical representations 
like binary coded decimal or excess-3.  

 Adders are classified into two types: 

1. Half adder  

2.  Full adder 

 

    Digital computers perform a variety of information-processing tasks. Among 
the functions encountered are the various arithmetic operations. The most 
basic arithmetic operation is the addition of two binary digits. This simple 
addition consists of four possible elementary operations:  

 0 + 0 = 0 
 0 + 1 = 1 
 1 + 0 = 1 
 1 + 1 = 10 

  The first three operations produce a sum of one digit, but when both augend 
and addend bits are equal to 1, the binary sum consists of two digits. The 
higher significant bit of this result is called a carry . When the augend and 
addend numbers contain more significant digits, the carry obtained from the 
addition of two bits is added to the next higher order pair of significant bits. A 
combinational circuit that performs the addition of two bits is called a half 
adder . One that performs the addition of three bits (two significant bits and a 
previous carry) is a full adder . The names of the circuits stem from the fact 
that two half adders can be employed to implement a full adder. 

 

 
From the verbal explanation of a half adder, we find that this circuit needs two 
binary inputs and two binary outputs. The input variables designate the 
augend and addend bits; the output variables produce the sum and carry. We 
assign symbols x and y to the two inputs and S (for sum) and C (for carry) to 
the outputs. The truth table for the half adder is listed below. The C output is 1 
only when both inputs are 1. The S output represents the least significant bit 
of the sum. The simplified Boolean functions for the two outputs can be 
obtained directly from the truth table. 
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 The simplified sum-of-products expressions are  

  

 

 

 

The logic diagram of the half adder implemented in sum of products is shown 
in Fig. 1-(a). It can be also implemented with an exclusive-OR and an AND 
gate as shown in Fig. 1-(b). This form is used to show that two half adders 
can be used to construct a full adder. 

 

 

 

 

 

 

 

 

Good luck 

Dena.N 

 

 

 

 

 

 

 

 

 

Figure-1 
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Addition of n-bit binary numbers requires the use of a full adder, and the 

process of addition proceeds on a bit-by-bit basis, right to left, beginning with 

the least significant bit. After the least significant bit, addition at each position 

adds not only the respective bits of the words, but must also consider a 

possible carry bit from addition at the previous position. 

 

 

 

 

 

 

 

Full adder is difficult to implement than a half adder as it has three inputs. The 

first two inputs are A and B and the third input is an input carry as C-in. When 

full adder logic is designed, you string eight of them together to create a byte-

wide adder and cascade the carry bit from one adder to the next. The output 

carry is designated as C OUT and the normal output is designated as S. The 

truth table of the full adder is listed in Table below: 
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When all input bits are 0, the output is 0. The S output is equal to 1 when only 

one input is equal to 1 or when all three inputs are equal to 1. The C output 

has a carry of 1 if two or three inputs are equal to 1. The input and output bits 

of the combinational circuit have different interpretations at various stages of 

the problem. On the one hand, physically, the binary signals of the inputs are 

considered binary digits to be added arithmetically to form a two-digit sum at 

the output.  On the other hand, the same binary values are considered as 

variables of Boolean functions when expressed in the truth table or when the 

circuit is implemented with logic gates. The maps for the outputs of the full 

adder are shown in Fig.2. As well as the logic diagram for the full adder 

implemented in sum-of-products form is shown in Fig. 2   

While the simplified expressions are  

 

 

 

 

 

 

 

 

 

 

 

 

 

The simplified expressions are S = xyz + xyz + xyz + xyz C = xy + The maps for 

the outputs of the full adder are shown in Fig. 4.6 . The simplified expressions are S = xyz + 

xyz + xyz + xyz C = xy + xz + yzxz + yz 

 

 

 

 

 

 Figure - 2 

  S= X’Y’Z  + X’YZ’ + XY’Z’ + XYZ 

 

C = XY + XZ + YZ 
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In digital electronics an adder is a logic circuit that implements addition 
of numbers. In many computers and other types of processors, 
adders are used to calculate addresses, similar operations and table 
indices in the arithmetic logic unit (ALU) and also in other parts of the 
processors. These can be built for many numerical representations 
like binary coded decimal or excess-3.  

 Adders are classified into two types: 

1. Half adder  

2.  Full adder 

 

    Digital computers perform a variety of information-processing tasks. Among 
the functions encountered are the various arithmetic operations. The most 
basic arithmetic operation is the addition of two binary digits. This simple 
addition consists of four possible elementary operations:  

 0 + 0 = 0 
 0 + 1 = 1 
 1 + 0 = 1 
 1 + 1 = 10 

  The first three operations produce a sum of one digit, but when both augend 
and addend bits are equal to 1, the binary sum consists of two digits. The 
higher significant bit of this result is called a carry . When the augend and 
addend numbers contain more significant digits, the carry obtained from the 
addition of two bits is added to the next higher order pair of significant bits. A 
combinational circuit that performs the addition of two bits is called a half 
adder . One that performs the addition of three bits (two significant bits and a 
previous carry) is a full adder . The names of the circuits stem from the fact 
that two half adders can be employed to implement a full adder. 

 

 
From the verbal explanation of a half adder, we find that this circuit needs two 
binary inputs and two binary outputs. The input variables designate the 
augend and addend bits; the output variables produce the sum and carry. We 
assign symbols x and y to the two inputs and S (for sum) and C (for carry) to 
the outputs. The truth table for the half adder is listed below. The C output is 1 
only when both inputs are 1. The S output represents the least significant bit 
of the sum. The simplified Boolean functions for the two outputs can be 
obtained directly from the truth table. 
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 The simplified sum-of-products expressions are  

  

 

 

 

The logic diagram of the half adder implemented in sum of products is shown 
in Fig. 1-(a). It can be also implemented with an exclusive-OR and an AND 
gate as shown in Fig. 1-(b). This form is used to show that two half adders 
can be used to construct a full adder. 
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Dena.N 

 

 

 

 

 

 

 

 

 

Figure-1 
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Addition of n-bit binary numbers requires the use of a full adder, and the 

process of addition proceeds on a bit-by-bit basis, right to left, beginning with 

the least significant bit. After the least significant bit, addition at each position 

adds not only the respective bits of the words, but must also consider a 

possible carry bit from addition at the previous position. 

 

 

 

 

 

 

 

A full adder is a combinational circuit that forms the arithmetic sum of three 

bits. It consists of three inputs and two outputs. Two of the input variables, 

denoted by x and y , represent the two significant bits to be added. The third 

input, z or (Cin), represents the carry from the previous lower significant 

position. The output carry is designated as COUT and the normal output is 

designated as S. The truth table of the full adder is listed in Table below: 
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When all input bits are 0, the output is 0. The S output is equal to 1 when only 

one input is equal to 1 or when all three inputs are equal to 1. The C output 

has a carry of 1 if two or three inputs are equal to 1. The input and output bits 

of the combinational circuit have different interpretations at various stages of 

the problem. On the one hand, physically, the binary signals of the inputs are 

considered binary digits to be added arithmetically to form a two-digit sum at 

the output.  On the other hand, the same binary values are considered as 

variables of Boolean functions when expressed in the truth table or when the 

circuit is implemented with logic gates. The maps for the outputs of the full 

adder are shown in Fig.2. As well as the logic diagram for the full adder 

implemented in sum-of-products form is shown in Fig. 2   

While the simplified expressions are  

 

 

 

 

 

 

 

 

 

 

 

 

 

The simplified expressions are S = xyz + xyz + xyz + xyz C = xy + The maps for 

the outputs of the full adder are shown in Fig. 4.6 . The simplified expressions are S = xyz + 

xyz + xyz + xyz C = xy + xz + yzxz + yz 

 

 

 

 

 

 Figure - 2 

  S= X’Y’Z  + X’YZ’ + XY’Z’ + XYZ 

 

C = XY + XZ + YZ 
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If you used A,B and Cin as inputs instead of X,Y and Z. 
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      The multiplexer is a combinational logic circuit designed to switch one of several 

input lines to a single common output line. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure-1 

The 4:1 multiplexer block diagram and truth table       



Electronics Engineering   Communication Dept 1st Class 

 

3 

 

 

 

 

 

 

 

 

 

 

 



Electronics Engineering   Communication Dept 1st Class 

 

4 

 

 

For example: 
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Demultiplexer is a combinational circuit that accepts multiplexed data and      
is  distributes over multiple output lines. In other words, the function of Demultiplexer

, the output depends Multiplexer the inverse of the multiplexing operation. Similar to

on the control input. 

 

 

The 1:4 Demux consists of 1 data input bit, 2 control bits and 4 output bits. D is the 

input bit, I0, I1, I2, I3 are the four output bits and S0 and S1 are the control bits. 

 

Figure below  illustrates the block diagram and circuit diagram of 1:4 Demux. 

 

https://electricalfundablog.com/multiplexer-mux-types/
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The 1:8 Demux consists of 1 data input bit, 3 control bits and 8 output bits. I0, I1, I2, 

I3, I4, I5, I6, I7 are the eight output bits, S0, S1 and S2 are the control bits and input D. 

Figure below illustrates the block diagram and circuit diagram of 1:8 Demux. 

  

 

 

https://i0.wp.com/electricalfundablog.com/wp-content/uploads/2019/12/1-to-4-Demux.png?ssl=1
https://i0.wp.com/electricalfundablog.com/wp-content/uploads/2019/12/1-to-4-Demux.png?ssl=1
https://i0.wp.com/electricalfundablog.com/wp-content/uploads/2019/12/1-to-4-Demux.png?ssl=1
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1.  



 

Question  3 

Apply DE Morgan’s theorem to each of the following expressions 

1 )             (A+ B + C)D                                             2)      A B  +C D + EF 

Question  4 

Simplify the following expression: Y = AB + A(B +C) + B(B +C) 

 

Question  5 

List the truth table of the function: Write canonical form and minetmer 

 

* F = xy + x y + y  z  



 اضافي للتقويه
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 All Boolean expressions, regardless of their form, can be converted into 

either of two standard forms: 

 The sum-of-products (SOP) form 

 The product-of-sums (POS) form 

 Standardization makes the evaluation, simplification, and implementation of 

Boolean expressions much more systematic and easier.  

     When we add two or multiple product terms by a Boolean addition, the 

output expression is a sum-of-products (SOP). It is mainly implemented by 

an AND-OR logic where the product of the variables are first produced by 

AND gate and then added by the OR gates.  

 

      POS (Product of Sums) is the representation of the Boolean function in 
which the variables are first summed, and then the Boolean product is applied 
in the sum terms. It just needs the variables to be inserted as the inputs to the 
OR gate. The terms generated by the OR gates are inserted in the AND 
gate. The sum term is formed by an OR operation, and product of two or 

multiple sum terms is created by an AND operation.   
 
 
 

 
 
 
 
 
 
 
 

 
 
 
    The prior difference between the SOP and POS is that the SOP contains 
the OR of the multiple product terms. Conversely, POS produces a logical 
expression comprised of the AND of the multiple OR terms.  
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       A binary variable may appear either in its normal form (x) or in its 
complement form (x’). Now consider two binary variables x and y combined 
with an AND operation. Since each variable may appear in either form, there 
are four possible combinations: x’y’, x’y, xy’, and xy. Each of these four AND 
terms is called a minterm, or a standard product. 
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A Boolean function can be expressed algebraically from a given truth table by 
form-ing a minterm for each combination of the variables that produces a 1 in 
the function and then taking the OR of all those terms.  
hat mean  
 
For example:  
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The minterm or standard product is: 
 

 
 
 
 
Note: 
 
    The minterms whose sum defines the Boolean function are those which 
give the 1’s of the function in a truth table .Also 

 
 
 
 Now consider the complement of a Boolean function. If we take the 
complement of F, we obtain : 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

F= m1 + m4 + m7 

F(maxterms)= M0 .M2 .M3 .M5 .M6 
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Note: 
This example demonstrate a second property of Boolean algebra: Any 
Boolean function can be expressed as a product of maxterms (with 
“product” meaning the ANDing of terms). The procedure for obtaining the 
product of maxterms directly from the truth table is as follows: Form a 
maxterm for each combination of the variables that produces a (0) in the 
function, and then form the AND of all those maxterms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

      Boolean functions expressed as a sum of minterms or product of maxterms 
are said to be in canonical form. 
 
 

For example the canonical form is: 
 

 
 
 
 
 
 
 
 

                                                                
 

Minterm 

Maxterm 

F(X,Y,Z) =  ∏(0, 2,3, 5, 6) F(X,Y,Z) = ∑(1, 4, 7) 

POS SOP 
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Example 1: 
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Example 2: 

 
 
 
 
 
 
 
 
 

 

 

 

 

Good luck 

Dena.N 
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Good luck          

      Dena.N 
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l Logic GateuentiaqSe 
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Dena.N 
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Code Conversion 
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Good luck                                                                                      

  Dena.N 
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Quine-McClusckey Tabulation Method 

The Quine-McClusckey algorithm is functionally identical to Karnaugh 

mapping, but the tabular form makes it more efficient for use in computer 

algorithms, and it also gives a deterministic way to check that the minimal form 

of a Boolean function has been reached. It is sometimes referred to as the 

tabulation method.                                                                                                     

The largest number of variables that can be used in Karnaugh map is 6 

variables, while un limited numbers of variables can be used in the Quine-

McClusckey algorithm. 

Two steps process utilizing tabular listings to: 

 Identify prime implicants  

 Identify minimal PI set 

 

All work is done in tabular form: 

 Number of variables is not limited 

 Basic for many computer implementations 

Example (1): 

Simplify the following canonical form using Quine-McClusckey method: 

Y=∑m (0,2,8,5,10,7,13,15) 

0           0000,              2           0010,              8           1000,              5           

0101   

10         1010,              7           0111,              13         1101,              15          

1111 

Dec. Binary 

A  B  C  D 

Click 

0 0   0   0   0  

2 0   0   1   0  

8 1   0   0   0  

5 0   1   0   1  

10 1   0   1   0  

7 0   1   1   1  

13 1   1   0   1  
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15 1   1   1   1  

 

Dec. Binary 

A  B  C  D 

Click 

0,2 0   0   -   0  

0,8 -   0   0   0  

2,10 -   0   1   0  

8,10 1   0   -   0  

5,7 0   1   -   1  

5,13 -   1   0   1  

7,15 -   1   1   1  

13,15 1   1   -   1  

 

Dec. Binary 

A  B  C  D 

Click 

0,2,8,10 -   0   -   0  

0,8,2,10 -   0   -   0  

5,13,7,15 -   1   -   1  

5,7,13,15 -   1   -   1  

 

Y=B’D’+BD 

To confirm that we get the right solution we can use Karnaugh map method in 

order to ensure our result: 

 

 

               

 

00 01 11 10 

00 1   1 

01  1 1  

11  1 1  

10 1   1 

 

Y=B’D’+BD 
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Concept of Prime Implicant 

Sometimes the Quine-McClusckey method gives the 

simplified solution but not the optimum one as we will see in 

the next example: 

Example (2): 

Simplify the following canonical form using Quine-McClusckey method: 

Y=∑m (0,1,2,3,5,7,13,15) 

 

Dec. Binary 

A  B  C  D 

Click 

0 0   0   0   0  

1 0   0   0   1  

2 0   0   1   0  

3 0   0   1   1  

5 0   1   0   1  

7 0   1   1   1  

13 1   1   0   1  

15 1   1   1   1  

 

Dec. Binary 

A  B  C  D 

Click 

0,1 0   0   0   -  

0,2 0   0   -   0  

1,3 0   0   -   1  

1,5 0   -   0   1  

2,3 0   0   1   -  

3,7 0   -   1   1  

5,13 -   1   0   1  

5,7 0   1   -   1  

7,15 -   1   1   1  

13,15 1   1   -   1  
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Dec. Binary 

A  B  C  D 

Click 

0,1,2,3 0   0   -    -  

0,2,1,3 0   0   -    -  

1,5,3,7 0   -    -   1  

1,3,5,7 0   -    -   1  

5,13,7,15 -   1    -   1  

5,7,13,15 -   1    -   1  

 

Y=A’B’+A’D+BD 

Using Karnaugh map method we get: 

               

 

00 01 11 10 

00 1 1 1 1 

01  1 1  

11  1 1  

10     

 

Out of K map:  Y=A’B’+BD 

Out of  Q.M: Y=A’B’+A’D+BD 

 

Concept of prime implicant:  

Y=A’B’+A’D+BD 

 0 1 2 3 5 7 13 15 

A’B’ X X X X     

A’D  X  X X X   

BD     X X X X 

 

The P.I is: Y=A’B’+BD 

Good luck 

Dena.N 

 


