
 

ANTENNA FUNDAMENTALS 

 

An antenna is defined as a metallic device (as a rod or wire) for radiating or receiving 

radio waves, or an aerial as a means for radiating or receiving radio waves. In other words, 

the antenna is the transitional structure between free-space and a guiding device, as shown 

in Figure 1.1. The guiding device or transmission line may take the form of a coaxial line 

or a hollow pipe (waveguide), and it is used to transport electromagnetic energy from the 

transmitting source to the antenna, or from the antenna to the receiver. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 



A transmission-line Thevenin equivalent of the antenna system of Figure 1.1 in the 

transmitting mode is shown in Figure 1.2 where the source is represented by an ideal 

generator, the transmission line is represented by a line with characteristic impedance Zc, 

and the antenna is represented by a load ZA [ZA = (RL + Rr) + jXA] connected to the 

transmission line. 

 

      

The load resistance RL is used to represent the conduction and dielectric losses associated 

with the antenna structure while Rr, referred to as the radiation resistance, is used to 

represent radiation by the antenna. The reactance XA is used to represent the imaginary 

part of the impedance associated with radiation by the antenna. 

 

        

 

 

 

 

 

 

 

 

 

 



 1.2 TYPES OF ANTENNAS  
1.2.1 Wire Antennas  

        Wire antennas are seen virtually everywhere—on automobiles, buildings, ships, 

aircraft, spacecraft, and so on. There are various shapes of wire antennas such as a straight 

wire (dipole), loop, and helix which are shown in Figure 1.3. Loop antennas need not 

only be circular. The circular loop is the most common because of its simplicity in 

construction.  

 

 

 

 

 



1.2.2 Aperture Antennas  
       Some forms of aperture antennas are shown in Figure 1.4. Antennas of this type are 

very useful for aircraft and spacecraft applications, because they can be very conveniently 

flush-mounted on the skin of the aircraft or spacecraft. In addition, they can be covered 

with a dielectric material to protect them from hazardous conditions of the environment.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



1.2.3 Microstrip Antennas  

        Microstrip antennas became very popular in the 1970s primarily for spaceborne 

applications. These antennas consist of a metallic patch on a grounded substrate. The 

metallic patch can take many different configurations. However, the rectangular and 

circular patches, shown in Figure 1.5, are the most popular because of ease of analysis 

and fabrication, and their attractive radiation characteristics, especially low cross-

polarization radiation. The microstrip antennas are low profile, conformable to planar and 

nonplanar surfaces, simple and inexpensive to fabricate using modern printed-circuit 

technology, mechanically robust when mounted on rigid surfaces, and very versatile in 

terms of resonant frequency, polarization, pattern, and impedance. These antennas can be 

mounted on the surface of high-performance aircraft, spacecraft, satellites, missiles, cars, 

and even mobile devices.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



1.2.4 Array Antennas  

         Many applications require radiation characteristics that may not be achievable by a 

single element. However, a group of radiating elements in an electrical and geometrical 

arrangement (an array) will result in the desired radiation characteristics. The 

arrangement of the array may be such that the radiation from the elements adds up to give 

a radiation maximum in a particular direction or directions, minimum in others, or 

otherwise as desired. Typical examples of arrays are shown in Figure 1.6. Usually the 

term array is reserved for an arrangement in which the individual radiators are separate 

as shown in Figures 1.6(a–c). However, the same term is also used to describe an 

assembly of radiators mounted on a continuous structure, shown in Figure 1.6(d).  

 

 



1.2.5 Reflector Antennas  

     The exploration of outer space has resulted in the need to communicate over great 

distances. These antennas were used in order to transmit and receive signals that had to 

travel millions of kilometers. A parabolic reflector shown in Figures 1.7(a) and (b). 

Antennas of this type have been built with diameters of 305 m or even larger. Such large 

dimensions are needed to achieve the high gain required to transmit or receive signals 

over very large distances. Another form of a reflector, although not as common as the 

parabolic, is the corner reflector, shown in Figure 1.7(c). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



1.2.6 Lens Antennas  

       Lenses are primarily used to collimate incident divergent energy to prevent it from 

spreading in undesired directions. Lens antennas are classified according to the material 

from which they are constructed, or according to their geometrical shape. Some forms 

are shown in Figure 1.8. The diameter of the lens is usually many wavelengths, thus, their 

dimensions and weight become exceedingly large at lower frequencies. 

 

 

 

 

 

 

 

 



1.3 RADIATION MECHANISM 

 

 1.3.1 Single Wire 
Conducting wires are material whose prominent characteristic is the motion of electric 

charges and the creation of current. Let us assume that an electric volume charge density, 

represented by qv (coulombs/m3), is distributed uniformly in a circular wire of cross-

sectional area A and volume V, as shown in Figure 1.9. The total charge Q within volume 

V is moving in the z direction with a uniform velocity vz (meters/sec). It can be shown 

that the current density Jz (amperes/m2) over the cross section of the wire is given by 

 

 

 

If the wire is made of an ideal electric conductor, the current density Js (amperes/m) 

resides on the surface of the wire and it is given by 

 

 

 



where qs (coulombs/m2) is the surface charge density. If the wire is very thin (ideally 

zero radius), then the current in the wire can be represented by 

 

 

 

where ql (coulombs/m) is the charge per unit length. 

 

        Instead of examining all three current densities, we will primarily concentrate on the 

very thin wire. The conclusions apply to all three. If the current is time varying, then the 

derivative of the current of (1-1c) can be written as 

 

 

 

 

 

where dvz∕dt = az (meters/sec2) is the acceleration. If the wire is of length l, then (1-2) can 

be written as 

 

 

 

 

 

       Equation (1-3) is the basic relation between current and charge, and it also serves as 

the fundamental relation of electromagnetic radiation. It simply states that to create 

radiation, there must be a time-varying current or an acceleration (or deceleration) of 

charge. We usually refer to currents in time-harmonic applications while charge is most 

often mentioned in transients. To create charge acceleration (or deceleration) the wire 

must be curved, bent, discontinuous, or terminated. Periodic charge acceleration (or 

deceleration) or time-varying current is also created when charge is oscillating in a 

time-harmonic motion, as shown in Figure 1.17 for a λ∕2 dipole. Therefore: 

1. If a charge is not moving, current is not created and there is no radiation. 

2. If charge is moving with a uniform velocity: 

a. There is no radiation if the wire is straight, and infinite in extent. 

b. There is radiation if the wire is curved, bent, discontinuous, terminated, or 

truncated, as shown in Figure 1.10. 

3. If charge is oscillating in a time-motion, it radiates even if the wire is straight. 



 

 

 

 

 

 

 

 

 

 

 

 



 

1.3.2 Two-Wires 

Let us consider a voltage source connected to a two-conductor transmission line which is 

connected to an antenna. This is shown in Figure 1.11(a). Applying a voltage across the 

two-conductor transmission line creates an electric field between the conductors. The 

electric field has associated with it electric lines of force which are tangent to the electric 

field at each point and their strength is proportional to the electric field intensity. The 

electric lines of force have a tendency to act on the free electrons (easily detachable from 

the atoms) associated with each conductor and force them to be displaced. The movement 

of the charges creates a current that in turn creates a magnetic field intensity. Associated 

with the magnetic field intensity are magnetic lines of force which are tangent to the 

magnetic field.  

 



 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

     We have accepted that electric field lines start on positive charges and end on negative 

charges. They also can start on a positive charge and end at infinity, start at infinity and 

end on a negative charge, or form closed loops neither starting or ending on any charge. 

Magnetic field lines always form closed loops encircling current-carrying conductors 

because physically there are no magnetic charges. In some mathematical formulations, it 

is often convenient to introduce equivalent magnetic charges and magnetic currents to 

draw a parallel between solutions involving electric and magnetic sources. 

       The electric field lines drawn between the two conductors help to exhibit the 

distribution of charge. If we assume that the voltage source is sinusoidal, we expect the 

electric field between the conductors to also be sinusoidal with a period equal to that of 

the applied source. The relative magnitude of the electric field intensity is indicated by 

the density (bunching) of the lines of force with the arrows showing the relative direction 

(positive or negative). The creation of time-varying electric and magnetic fields between 

the conductors forms electromagnetic waves which travel along the transmission line, as 

shown in Figure 1.11(a). The electromagnetic waves enter the antenna and have 

associated with them electric charges and corresponding currents. If we remove part of 

the antenna structure, as shown in Figure 1.11(b), free-space waves can be formed by 

“connecting” the open ends of the electric lines (shown dashed). The free-space waves 

are also periodic but a constant phase point P0 moves outwardly with the speed of light 

and travels a distance of λ∕2 (to P1) in the time of one-half of a period. 
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Fundamental Parameters of Antennas 

 

RADIATION PATTERN 

    An antenna radiation pattern or antenna pattern is defined as “a mathematical function 

or a graphical representation of the radiation properties of the antenna as a function of 

space coordinates. In most cases, the radiation pattern is determined in the far-field region 

and is represented as a function of the directional coordinates. Radiation properties include 

power flux density, radiation intensity, field strength, directivity, phase or polarization.” 

The radiation property of most concern is the two or three-dimensional spatial distribution of 

radiated energy as a function of the observer’s position along a path or surface of constant 

radius. A convenient set of coordinates is shown in Figure 2.1. 
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     A trace of the received electric (magnetic) field at a constant radius is called the 

amplitude field pattern. On the other hand, a graph of the spatial variation of the power 

density along a constant radius is called an amplitude power pattern. 

Often the field and power patterns are normalized with respect to their maximum value, 

yielding normalized field and power patterns. Also, the power pattern is usually plotted on 

a logarithmic scale or more commonly in decibels (dB). This scale is usually desirable 

because a logarithmic scale can accentuate in more details those parts of the 

pattern that have very low values, which later we will refer to as minor lobes. For an 

antenna, the  

a. field pattern (in linear scale) typically represents a plot of the magnitude of the electric 

or magnetic field as a function of the angular space. 

b. power pattern (in linear scale) typically represents a plot of the square of the magnitude 

of the electric or magnetic field as a function of the angular space. 

c. power pattern (in dB) represents the magnitude of the electric or magnetic field, in 

decibels, as a function of the angular space. 
 

    To demonstrate this, the two-dimensional normalized field pattern (plotted in linear 

scale), power pattern (plotted in linear scale), and power pattern (plotted on a logarithmic 

dB scale) of a 10-element linear antenna array of isotropic sources, with a spacing of d = 

0.25λ between the elements, are shown in Figure 2.2. In this and subsequent patterns, the 

plus (+) and minus (−) signs in the lobes indicate the relative polarization (positive or 

negative) of the amplitude between the various lobes, which changes (alternates) as the nulls 

are crossed. To find the points where the pattern achieves its half-power (−3 dB points), 

relative to the maximum value of the pattern, you set the value of the 

 

a. field pattern at 0.707 value of its maximum, as shown in Figure 2.2(a) 

b. power pattern (in a linear scale) at its 0.5 value of its maximum, as shown in Figure 2.2(b) 

c. power pattern (in dB) at −3 dB value of its maximum, as shown in Figure 2.2(c). 

 

All three patterns yield the same angular separation between the two half-power points, 

38.64◦, on their respective patterns, referred to as HPBW and illustrated in Figure 2.2. This 

is discussed in detail in Section 2.5. 
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In practice, the three-dimensional pattern is measured and recorded in a series of two-

dimensional patterns. However, for most practical applications, a few plots of the pattern 

as a function of 𝜃 for some particular values of 𝜙, plus a few plots as a function of 𝜙 for 

some particular values of 𝜃, give most of the useful and needed information. 

 

Radiation Pattern Lobes 

Various parts of a radiation pattern are referred to as lobes, which may be subclassified into 

major or main, minor, side, and back lobes.  

   A radiation lobe is a “portion of the radiation pattern bounded by regions of relatively 

weak radiation intensity.” Figure 2.3(a) demonstrates a symmetrical three-dimensional 

polar pattern with a number of radiation lobes. Some are of greater radiation intensity 

than others, but all are classified as lobes. Figure 2.3(b) illustrates a linear two-dimensional 

pattern [one plane of Figure 2.3(a)] where the same pattern characteristics are indicated. 

   A major lobe (also called main beam) is defined as “the radiation lobe containing the 

direction of maximum radiation.” In Figure 2.3 the major lobe is pointing in the 𝜃 = 0 

direction. In some antennas, such as split-beam antennas, there may exist more than one 

major lobe. A minor lobe is any lobe except a major lobe. In Figures 2.3(a) and (b) all the 

lobes with the exception of the major can be classified as minor lobes. A side lobe is “a 

radiation lobe in any direction other than the intended lobe. A back lobe is “a radiation lobe 

whose axis makes an angle of approximately 180◦ with respect to the beam of an antenna.” 

Usually it refers to a minor lobe that occupies the hemisphere in a direction opposite to that 

of the major (main) lobe. 
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    Minor lobes usually represent radiation in undesired directions, and they should be 

minimized. Side lobes are normally the largest of the minor lobes. The level of minor lobes 

is usually expressed as a ratio of the power density in the lobe in question to that of the major 

lobe. This ratio is often termed the side lobe ratio or side lobe level. Side lobe levels of −20 

dB or smaller are usually not desirable in most applications. Attainment of a side lobe level 

smaller than −30 dB usually requires very careful design and construction. In most radar 

systems, low side lobe ratios are very important to minimize false target indications through 

the side lobes.  

    A normalized three-dimensional far-field amplitude pattern, plotted on a linear scale, of a 

10- element linear antenna array of isotropic sources with a spacing of d = 0.25λ and 

progressive phase shift 𝛽 = −0.6𝜋, between the elements is shown in Figure 2.4. It is evident 

that this pattern has one major lobe, five minor lobes and one back lobe. The level of the side 

lobe is about −9 dB relative to the maximum. 
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Isotropic, Directional, and Omnidirectional Patterns 

An isotropic radiator is defined as “a hypothetical lossless antenna having equal radiation in 

all directions.” Although it is ideal and not physically realizable, it is often taken as a 

reference for expressing the directive properties of actual antennas. A directional antenna is 

one “having the property of radiating or receiving electromagnetic waves more effectively 

in some directions than in others. This term is usually applied to an antenna whose maximum 

directivity is significantly greater than that of a half-wave dipole.” Examples of antennas 

with directional radiation patterns are shown in Figures 2.5 and 2.6. It is seen that the pattern 

in Figure 2.6 is nondirectional in the azimuth plane [f (𝜙), 𝜃 = 𝜋∕2] and directional in the 

elevation plane [g(𝜃), 𝜙 = constant]. This type of a pattern is designated as omnidirectional, 

and it is defined as one “having an essentially nondirectional pattern in a given plane (in this 

case in azimuth) and a directional pattern in any orthogonal plane (in this case in elevation).” 

An omnidirectional pattern is then a special type of a directional pattern. 
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2.2.3 Principal Patterns 

For a linearly polarized antenna, performance is often described in terms of its principal E- 

and H-plane patterns. The E-plane is defined as “the plane containing the electric-field vector 

and the direction of maximum radiation,” and the H-plane as “the plane containing the 

magnetic-field vector and the direction of maximum radiation.” Although it is very difficult 

to illustrate the principal patterns without considering a specific example, it is the usual 

practice to orient most antennas so that at least one of the principal plane patterns coincide 

with one of the geometrical principal planes. An illustration is shown in Figure 2.5. For this 

example, the x-z plane (elevation plane; 𝜙 = 0) is the principal E-plane and the x-y plane 

(azimuthal plane; 𝜃 = 𝜋∕2) is the principal H-plane. Other coordinate orientations can be 

selected.  

    The omnidirectional pattern of Figure 2.6 has an infinite number of principal E-planes 

(elevation planes; 𝜙 = 𝜙c) and one principal H-plane (azimuthal plane; 𝜃 = 90◦). 
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2.2.4 Field Regions 

The space surrounding an antenna is usually subdivided into three regions:  

(a) reactive near-field,  

(b) radiating near-field (Fresnel) and  

(c) far-field (Fraunhofer) regions  

as shown in Figure 2.7.  

     These regions are so designated to identify the field structure in each. Although no abrupt 

changes in the field configurations are noted as the boundaries are crossed, there are distinct 

differences among them. The boundaries separating these regions are not unique, although 

various criteria have been established and are commonly used to identify the regions. 
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    Reactive near-field region is defined as “that portion of the near-field region 

immediately surrounding the antenna wherein the reactive field predominates.” For most 

antennas, the outer boundary of this region is commonly taken to exist at a distance                     

R < 0.62√D3∕λ  
from the antenna surface, where λ is the wavelength and D is the largest dimension of the 

antenna. 

“For a very short dipole, or equivalent radiator, the outer boundary is commonly taken to 

exist at a distance λ∕2𝜋 from the antenna surface.” 

     Radiating near-field (Fresnel) region is defined as “that region of the field of an 

antenna between the reactive near-field region and the far-field region wherein radiation 

fields predominate and wherein the angular field distribution is dependent upon the 

distance from the antenna. If the antenna has a maximum dimension that is not large 

compared to the wavelength, this region may not exist. For an antenna focused at infinity, 

the radiating near-field region is sometimes referred to as the Fresnel region on the basis of 

analogy to optical terminology. If the antenna has a maximum overall dimension which is 

very small compared to the wavelength, this field region may not exist.” 

    

 The inner boundary is taken to be the distance 

R ≥ 0.62√D3∕λ  

and the outer boundary the distance  

R < 2D2∕λ 

     where D is the largest∗ dimension of the antenna. 

 

     This criterion is based on a maximum phase error of 𝜋∕8. In this region the field pattern 

is, in general, a function of the radial distance and the radial field component may be 

appreciable. 

    Far-field (Fraunhofer) region is defined as “that region of the field of an antenna 

where the angular field distribution is essentially independent of the distance from the 

antenna. If the antenna has a maximum† overall dimension D, the far-field region is 

commonly taken to exist at distances greater than 2D2∕λ from the antenna, λ being the 

wavelength. The far-field patterns of certain antennas, such as multibeam reflector antennas, 

are sensitive to variations in phase over their apertures. For these antennas 2D2∕λ may be 

inadequate. In physical media, if the antenna has a maximum overall dimension, D, which 

is large compared to 𝜋∕|𝛾|, the far-field region can be taken to begin approximately at a 

distance equal to |𝛾|D2∕𝜋 from the antenna, 𝛾 being the propagation constant in the 

medium.  
 
∗To be valid, D must also be large compared to the wavelength (D > λ). 

†To be valid, D must also be large compared to the wavelength (D > λ). 
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For an antenna focused at infinity, the far-field region is sometimes referred to as the 

Fraunhofer region on the basis of analogy to optical terminology.” In this region, the 

field components are essentially transverse and the angular distribution is independent of the 

radial distance where the measurements are made. The inner boundary is taken to be the 

radial distance R = 2D2∕λ and the outer one at infinity. 

 
      The amplitude pattern of an antenna, as the observation distance is varied from the 

reactive near field to the far field, changes in shape because of variations of the fields, 

both magnitude and phase. A typical progression of the shape of an antenna, with the 

largest dimension D, is shown in Figure 2.8. 

 
 
 
 

 

    It is apparent that in the reactive near-field region the pattern is more spread out and nearly 

uniform, with slight variations. As the observation is moved to the radiating near-field region 

(Fresnel), the pattern begins to smooth and form lobes. In the far-field region (Fraunhofer), 

the pattern is well formed, usually consisting of few minor lobes and one, or more, major 

lobes. 
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2.2.5 Radian and Steradian 
    The measure of a plane angle is a radian. One radian is defined as the plane angle with 

its vertex at the center of a circle of radius r that is subtended by an arc whose length is r. 
A graphical illustration is shown in Figure 2.10(a). Since the circumference of a circle of 

radius r is C = 2𝜋r, there are 2𝜋 rad (2𝜋r∕r) in a full circle. 

    The measure of a solid angle is a steradian. One steradian is defined as the solid angle 

with its vertex at the center of a sphere of radius r that is subtended by a spherical surface 

area equal to that of a square with each side of length r. A graphical illustration is shown 

in Figure 2.10(b). Since the area of a sphere of radius r is A = 4𝜋r2, there are 4𝜋 sr (4𝜋r2∕r2) 

in a closed sphere. 

    The infinitesimal area dA on the surface of a sphere of radius r, shown in Figure 2.1, is 

given by 

 

 

Therefore, the element of solid angle dΩ of a sphere can be written as  
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2.2.4 Field Regions 
The space surrounding an antenna is usually subdivided into three regions:  

a- reactive near-field,  
b- radiating near-field (Fresnel) and  
c- far-field (Fraunhofer) regions  

 
as shown in Figure 2.7.  
 
     These regions are so designated to identify the field structure in each. Although no 
abrupt changes in the field configurations are noted as the boundaries are crossed, 
there are distinct differences among them. The boundaries separating these regions are 
not unique, although various criteria have been established and are commonly used to 
identify the regions. 
 
 
 
 

1- Reactive near-field region is defined as “that portion of the near-field region 
immediately surrounding the antenna wherein the reactive field predominates.” For 
most antennas, the outer boundary of this region is commonly taken to exist at a distance                    
R < 0.62√D3∕λ  
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from the antenna surface, where  
λ : is the wavelength and  
D : is the largest dimension of the antenna. 
“For a very short dipole, or equivalent radiator, the outer boundary is commonly taken to 
exist at a distance λ∕2𝜋 from the antenna surface.” 

2-  Radiating near-field (Fresnel) region is defined as “that region of the field of an 
antenna between the reactive near-field region and the far-field region wherein 
radiation fields predominate and wherein the angular field distribution is dependent 
upon the distance from the antenna. If the antenna has a maximum dimension that is 
not large compared to the wavelength, this region may not exist. For an antenna focused 
at infinity, the radiating near-field region is sometimes referred to as the Fresnel region 
on the basis of analogy to optical terminology. If the antenna has a maximum overall 
dimension which is very small compared to the wavelength, this field region may not 
exist.” 
    
 The inner boundary is taken to be the distance 
R ≥ 0.62√D3∕λ  
and the outer boundary the distance  
R < 2D2∕λ 
     where D is the largest∗ dimension of the antenna. 
     This criterion is based on a maximum phase error of 𝜋∕8. In this region the field 
pattern is, in general, a function of the radial distance and the radial field component may 
be appreciable. 

3-   Far-field (Fraunhofer) region is defined as “that region of the field of an antenna 
where the angular field distribution is essentially independent of the distance from the 
antenna. If the antenna has a maximum† overall dimension D, the far-field region is 
commonly taken to exist at distances greater than 2D2∕λ from the antenna, λ being the 
wavelength. The far-field patterns of certain antennas, such as multibeam reflector 
antennas, are sensitive to variations in phase over their apertures. For these antennas 2D2∕λ 
may be inadequate. In physical media, if the antenna has a maximum overall dimension, 
D, which is large compared to 𝜋∕|𝛾|, the far-field region can be taken to begin 
approximately at a distance equal to |𝛾|D2∕𝜋 from the antenna, 𝛾 being the propagation 
constant in the medium.  
 
∗To be valid, D must also be large compared to the wavelength (D > λ). 
†To be valid, D must also be large compared to the wavelength (D > λ). 
     For an antenna focused at infinity, the far-field region is sometimes referred to as the 
Fraunhofer region on the basis of analogy to optical terminology.” In this region, the 
field components are essentially transverse and the angular distribution is independent of 
the radial distance where the measurements are made. The inner boundary is taken to be 
the radial distance R = 2D2∕λ and the outer one at infinity. 
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      The amplitude pattern of an antenna, as the observation distance is varied from the 
reactive near field to the far field, changes in shape because of variations of the fields, 
both magnitude and phase. A typical progression of the shape of an antenna, with the 
largest dimension D, is shown in Figure 2.8. 
 

    It is apparent that in the reactive near-field region the pattern is more spread out and 
nearly uniform, with slight variations. As the observation is moved to the radiating near-
field region (Fresnel), the pattern begins to smooth and form lobes. In the far-field region 
(Fraunhofer), the pattern is well formed, usually consisting of few minor lobes and one, 
or more, major lobes. 
 

 
 
2.2.5 Radian and Steradian 
    The measure of a plane angle is a radian. One radian is defined as the plane angle 
with its vertex at the center of a circle of radius r that is subtended by an arc whose 
length is r. A graphical illustration is shown in Figure 2.10(a). Since the circumference 
of a circle of radius r is C = 2𝜋r, there are 2𝜋 rad (2𝜋r∕r) in a full circle. 
    The measure of a solid angle is a steradian. One steradian is defined as the solid 
angle with its vertex at the center of a sphere of radius r that is subtended by a spherical 
surface area equal to that of a square with each side of length r. A graphical illustration 
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is shown in Figure 2.10(b). Since the area of a sphere of radius r is A = 4𝜋r2, there are 4𝜋 
sr (4𝜋r2∕r2) in a closed sphere. 
    The infinitesimal area dA on the surface of a sphere of radius r, shown in Figure 2.1, is 
given by 
 
 

Therefore, the element of solid angle dΩ of a sphere can be written as  
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2.3 RADIATION POWER DENSITY 
    Electromagnetic waves are used to transport information through a wireless medium 
or a guiding structure, from one point to the other. It is then natural to assume that 
power and energy are associated with electromagnetic fields. The quantity used to 
describe the power associated with an electromagnetic wave is the instantaneous 
Poynting vector defined as 
 

 
    Note that script letters are used to denote instantaneous fields and quantities, while 
roman letters are used to represent their complex counterparts. Since the Poynting vector 
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is a power density, the total power crossing a closed surface can be obtained by 
integrating the normal component of the Poynting vector over the entire surface. In 
equation form 
 
 
 
 

 
 
 
 
 
 
 
 

 
    For applications of time-varying fields, it is often more desirable to find the average 
power density which is obtained by integrating the instantaneous Poynting vector 
over one period and dividing by the period. For time-harmonic variations of the form 
ej𝜔t, we define the complex fields E and H which are related to their instantaneous 
counterparts 𝓔 and 𝓗 by 
 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
   The ½ factor appears in (2-7) and (2-8) because the E and H fields represent peak 
values, and it should be omitted for RMS values. A close observation of (2-8) may raise 
a question. If the real part of (E × H∗) ∕2 represents the average (real) power density, what 
does the imaginary part of the same quantity represent? At this point it will be very 
natural to assume that the imaginary part must represent the reactive (stored) 

(the instantaneous Poynting vector) 
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power density associated with the electromagnetic fields. In later chapters, it will be 
shown that the power density associated with the electromagnetic fields of an antenna in 
its far-field region is predominately real and will be referred to as radiation density. 
Based upon the definition of (2-8), the average power radiated by an antenna 
(radiated power) can be written as 
 

 

    The power pattern of the antenna, whose definition was discussed in Section 2.2, is 
just a measure, as a function of direction, of the average power density radiated by the 
antenna. The observations are usually made on a large sphere of constant radius 
extending into the far field. In practice, absolute power patterns are usually not desired. 
However, the performance of the antenna is measured in terms of the gain (to be 
discussed in a subsequent section) and in terms of relative power patterns. Three-
dimensional patterns cannot be measured, but they can be constructed with a number of 
two dimensional cuts. 

 



17 
 

    An isotropic radiator is an ideal source that radiates equally in all directions. 
Although it does not exist in practice, it provides a convenient isotropic reference with 
which to compare other antennas. Because of its symmetric radiation, its Poynting vector 
will not be a function of the spherical coordinate angles 𝜃 and 𝜙. In addition, it will have 
only a radial component. Thus the total power radiated by it is given by 

 

    and the power density by which is uniformly distributed over the surface of a sphere 
of radius r. 
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2.4 RADIATION INTENSITY 

   Radiation intensity in a given direction is defined as “the power radiated from 

an antenna per unit solid angle.” The radiation intensity is a far-field parameter, and 

it can be obtained by simply multiplying the radiation density by the square 

of the distance. In mathematical form it is expressed as 
 

 

 

 

 

where 

           U = radiation intensity (W/unit solid angle) 

Wrad = radiation density (W/m2) 

    The radiation intensity is also related to the far-zone electric field of an antenna, 

referring to Figure 2.4, by 
 

 

Where 
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    The radial electric-field component (Er) is assumed, if present, to be small in the 

far zone. Thus the power pattern is also a measure of the radiation intensity. The 

total power is obtained by integrating the radiation intensity, as given by (2-12), over 

the entire solid angle of 4𝜋. Thus 

where dΩ = element of solid angle = sin𝜃 d𝜃 d𝜙. 

 

    For an isotropic source U will be independent of the angles 𝜃 and 𝜙, as was the 

case for Wrad. Thus (2-13) can be written as  
 

 

 

or the radiation intensity of an isotropic source as 

 

 

 

 

 



20 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 

 

 

 

 



21 
 

2.5 BEAMWIDTH 

    Associated with the pattern of an antenna is a parameter designated as beamwidth. 

The beamwidth of a pattern is defined as the angular separation between two 

identical points on opposite side of the pattern maximum.  

     In an antenna pattern, there are a number of beamwidths. One of the most widely used 

beamwidths is 

- The Half-Power Beamwidth (HPBW), which is defined by IEEE as: “In a plane 

containing the direction of the maximum of a beam, the angle between the two 

directions in which the radiation intensity is one-half value of the beam.” This is 

demonstrated in Figure 2.2.  

- Another important beamwidth is the angular separation between the first nulls of the        

pattern, and it is referred to as the First-Null Beamwidth (FNBW).  

  - Both the HPBW and FNBW are demonstrated for the pattern in Figure 2.11 for the pattern 

of Example 2.4.  

- Other beamwidths are those where the pattern is −10 dB from the maximum, or any 

other value.  

- However, in practice, the term beamwidth, with no other identification, usually 

refers to HPBW. 

 

- The beamwidth of an antenna is a very important figure of merit and often is used 

as a trade-off between it and the side lobe level; that is, as the beamwidth decreases, 

the side lobe increases and vice versa.  

 

- In addition, the beamwidth of the antenna is also used to describe the resolution 

capabilities of the antenna to distinguish between two adjacent radiating sources or 

radar targets. 

 

- The most common resolution criterion states that the resolution capability of an 

antenna to distinguish between two sources is equal to half the first-null 

beamwidth (FNBW/2), which is usually used to approximate the half-power 

beamwidth (HPBW) [5], [6]. That is, two sources separated by angular distances 

equal or greater than FNBW/2 ≈ HPBW of an antenna with a uniform distribution 

can be resolved. If the separation is smaller, then the antenna will tend to smooth 

the angular separation distance. 
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2.6 DIRECTIVITY 

     Basically the term directivity in the new 1983 version has been used to replace 

the term directive gain of the old 1973 version. Therefore directivity of an antenna 

defined as “the ratio of the radiation intensity in a given direction from the 

antenna to the radiation intensity averaged over all directions. The average 

radiation intensity is equal to the total power radiated by the antenna divided 

by 4𝜋.  If the direction is not specified, the direction of maximum radiation 

intensity is implied.” Stated more simply, the directivity of a nonisotropic 

source is equal to the ratio of its radiation intensity in a given direction over that of 

an isotropic source. In mathematical form, using (2-15), it can be written as 
 

 

 

 

 If the direction is not specified, it implies the direction of maximum radiation 

intensity (maximum directivity) expressed as 

 

 

 

 

D = directivity (dimensionless) 

D0 = maximum directivity (dimensionless) 

U = radiation intensity (W/unit solid angle) 

Umax = maximum radiation intensity (W/unit solid angle) 

U0 = radiation intensity of isotropic source (W/unit solid angle) 

Prad = total radiated power (W) 

   For an isotropic source, it is very obvious from (2-16) or (2-16a) that the directivity 

is unity since U, Umax, and U0 are all equal to each other. 
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     For antennas with orthogonal polarization components, we define the partial 

directivity of an antenna for a given polarization in a given direction as “that 

part of the radiation intensity corresponding to a given polarization divided 

by the total radiation intensity averaged over all directions.” With this definition 

for the partial directivity, then in a given direction “the total directivity is the sum 

of the partial directivities for any two orthogonal polarizations.” For a spherical 

coordinate system, the total maximum directivity D0 for the orthogonal 𝜃 and 𝜙 

components of an antenna can be written as 

 

  

while the partial directivities D𝜃 and D𝜙 are expressed as 

 

 

 

 

 

where 

U𝜃 = radiation intensity in a given direction contained in 𝜃 field component 

U𝜙 = radiation intensity in a given direction contained in 𝜙 field component 

(Prad)𝜃 = radiated power in all directions contained in 𝜃 field component 

(Prad)𝜙 = radiated power in all directions contained in 𝜙 field component 
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      Before proceeding with a more general discussion of directivity, it may be proper at 

this time to consider another example, compute its directivity, compare it with that of the 

previous example, and comment on what it actually represents. This may give the reader 

a better understanding and appreciation of the directivity. 
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    At this time, it will be proper to comment on the results of Examples 2.5 and 2.6. 

To better understand the discussion, we have plotted in Figure 2.12 the relative radiation 

intensities of Example 2.5 (U = A0 sin 𝜃) and Example 2.6 (U = A0 sin2 𝜃) where A0 was 

set equal to unity. We see that both patterns are omnidirectional but that of Example 2.6 

has more directional characteristics (is narrower) in the elevation plane. Since the 

directivity is a “figure of merit” describing how well the radiator directs energy in 

a certain direction, it should be convincing from Figure 2.12 that the directivity of 

Example 2.6 should be higher than that of Example 2.5. 

     To demonstrate the significance of directivity, let us consider another example; in 

particular, let us examine the directivity of a half-wavelength dipole (l = λ∕2), which 

is derived in Section 4.6 of Chapter 4 and can be approximated by 
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since it can be shown that [see Figure 4.12(b)] 

 

  

    where 𝜃 is measured from the axis along the length of the dipole. The values 

represented by (2-18) and those of an isotropic source (D=1) are plotted two- and three-

dimensionally in Figure 2.13(a, b). For the three-dimensional graphical representation of 

Figure 2.13(b), at each observation point only the largest value of the two directivities is 

plotted. It is apparent that when 



28 
 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 sin−1(1∕1.67)1∕3 = 57.44◦ < 𝜃 < 122.56◦, the dipole radiator has greater 

directivity (greater intensity concentration) in those directions than that 

of an isotropic source. Outside this range of angles, the isotropic radiator has 

higher directivity (more intense radiation). The maximum directivity of the dipole 

(relative to the isotropic radiator) occurs when 𝜃 = 𝜋∕2, and it is 1.67 (or 2.23 dB) more 

intense than that of the isotropic radiator (with the same radiated power). 
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    The directivity of an isotropic source is unity since its power is radiated equally well 

in all directions. For all other sources, the maximum directivity will always be greater 

than unity, and it is a relative “figure of merit” which gives an indication of the 

directional properties of the antenna as compared with those of an isotropic source. In 

equation form, this is indicated in (2-16a). The directivity can be smaller than unity; in 

fact it can be equal to zero. For Examples 2.5 and 2.6, the directivity is equal to zero in 

the 𝜃 = 0 direction. The values of directivity will be equal to or greater than zero and 

equal to or less than the maximum directivity (0 ≤ D ≤ D0). 

   A more general expression for the directivity can be developed to include sources with 

radiation patterns that may be functions of both spherical coordinate angles 𝜃 and 𝜙. In 

the previous examples we considered intensities that were represented by only one 

coordinate angle 𝜃, in order not to obscure the fundamental concepts by the mathematical 

details. So it may now be proper, since the basic definitions have been illustrated by 

simple examples, to formulate the more general expressions. 

    Let the radiation intensity of an antenna be of the form 
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    Dividing by F(𝜃, 𝜙)|max merely normalizes the radiation intensity F(𝜃, 𝜙), and it 

makes its maximum value unity. 

The beam solid angle ΩA is defined as the solid angle through which all the power of the 

antenna would flow if its radiation intensity is constant (and equal to the maximum value 

of U) for all angles within ΩA 
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Many times it is desirable to express the directivity in decibels (dB) instead of 

dimensionless quantities. The expressions for converting the dimensionless quantities of 

directivity and maximum directivity to decibels (dB) are 

D(dB) = 10 log10[D(dimensionless)] (2-28a) 

D0(dB) = 10 log10[D0(dimensionless)] (2-28b) 
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2.8 ANTENNA EFFICIENCY 

     Associated with an antenna are a number of efficiencies and can be defined 

using Figure 2.22. The total antenna efficiency e0 is used to take into account losses 

at the input terminals and within the structure of the antenna. Such losses may be 

due, referring to Figure 2.22(b), to  

1. reflections because of the mismatch between the transmission line and the antenna 

2. I2R losses (conduction and dielectric) 

  In general, the overall efficiency can be written as 

 

 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Where: 

e0 = total efficiency (dimensionless) 

er = reflection (mismatch) efficiency = (1−|Γ |2) (dimensionless) 
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ec = conduction efficiency (dimensionless) 

ed = dielectric efficiency (dimensionless) 

Γ = voltage reflection coefficient at the input terminals of the antenna 

       [Γ = (Zin − Z0)∕(Zin + Z0) where Zin = antenna input impedance, Z0 = 

characteristic impedance of the transmission line] 

 

 

    

Usually ec and ed are very difficult to compute, but they can be determined experimentally. 

Even by measurements they cannot be separated, and it is usually more convenient to 

write (2-44) as 

 e0 = erecd = ecd(1 − |Γ|2)                                         (2-45) 

 

where ecd = eced = antenna radiation efficiency, which is used to relate the gain 

and directivity. 

 

2.9 GAIN, REALIZED GAIN  

     Another useful figure-of-merit describing the performance of an antenna is the 

gain. Although the gain of the antenna is closely related to the directivity, it is a 

measure that takes into account the efficiency of the antenna as well as its directional 

capabilities. Remember that directivity is a measure that describes only the 

directional properties of the antenna, and it is therefore controlled only by the 

pattern. 

    Gain of an antenna (in a given direction) is defined as “the ratio of the intensity, 

in a given direction, to the radiation intensity that would be obtained if the power 

accepted by the antenna were radiated isotropically. The radiation intensity 

corresponding to the isotropically radiated power is equal to the power accepted 

(input) by the antenna divided by 4𝜋.” In equation form this can be expressed as  

 



35 
 

    In most cases we deal with relative gain, which is defined as “the ratio of the 

power gain in a given direction to the power gain of a reference antenna in its 

referenced direction.”  

- The power input must be the same for both antennas.  

- The reference antenna is usually a dipole, horn, or any other antenna whose gain 

can be calculated or it is known. 

 

- In most cases, however, the reference antenna is a lossless isotropic source. Thus 

 

 

    When the direction is not stated, the power gain is usually taken in the direction of 

maximum radiation. 

    Referring to Figure 2.22(a), we can write that the total radiated power (Prad) is 

related to the total input power (Pin) by 

 

 

 

    where ecd is the antenna radiation efficiency (dimensionless) which is defined in (2-

44), (2- 45) and Section 2.14 by (2-90). According to the IEEE Standards, “gain does not 

include losses arising from impedance mismatches (reflection losses) and 

polarization mismatches (losses).”  

 

    In this edition of the book we define two gains; one, referred to as gain (G), and the 

other, referred to as realized gain (Gre), that also takes into account the 

reflection/mismatch losses represented in both (2-44) and (2-45).  

Using (2-47) reduces (2-46a) to 
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which is related to the directivity of (2-16) and (2-21) by 

 

    In a similar manner, the maximum value of the gain is related to the maximum 

directivity of (2-16a) and (2-23) by 

   

    While (2-47) does take into account the losses of the antenna element itself, it does 

not take into account the losses when the antenna element is connected to a 

transmission line, as shown in Figure 2.22. These connection losses are usually referred 

to as reflections (mismatch) losses, and they are taken into account by introducing a 

reflection (mismatch) efficiency er, which is related to the reflection coefficient as 

represented in (2-45) or er = (1 − |Γ|2). Thus, we can introduce a realized gain Gre that 

takes into account the reflection/mismatch losses (due to the connection of the 

antenna element to the transmission line), and it can be written as 

  

 

    where eo is the overall efficiency as defined in (2-44), (2-45). Similarly, the maximum 

realized gain Gre0 of (2-49a) is related to the maximum directivity D0 by 
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   If the antenna is matched to the transmission line, that is, the antenna input 

impedance Zin is equal to the characteristic impedance Zc of the line (|Γ| = 0), then the 

two gains are equal (Gre = G). 

      As was done with the directivity, we can define the partial gain of an antenna 

for a given polarization in a given direction as “that part of the radiation 

intensity corresponding to a given polarization divided by the total 

radiation intensity that would be obtained if the power accepted by the 

antenna were radiated isotropically.” With this definition for the partial gain, 

then, in a given direction, “the total gain is the sum of the partial gains for any 

two orthogonal polarizations.” For a spherical coordinate system, the total 

maximum gain G0 for the orthogonal 𝜃 and 𝜙 components of an antenna can be written, 

in a similar form as was the maximum directivity in (2-17)–(2-17b), as 

 

   

while the partial gains G𝜃 and G𝜙 are expressed as 

 

where 

U𝜃 = radiation intensity in a given direction contained in E𝜃 field component 

U𝜙 = radiation intensity in a given direction contained in E𝜙 field component 

Pin = total input (accepted) power 

 

    In practice, whenever the term “gain” is used, it usually refers to the maximum gain as 

defined by (2-49a) or (2-49c). 

    Usually the gain is given in terms of decibels, instead of the dimensionless quantity of 

(2-49a). The conversion formula is 
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2.10 BEAM EFFICIENCY 

   Another parameter that is frequently used to judge the quality of transmitting and 

receiving antennas is the beam efficiency. For an antenna with its major lobe directed 

along the z-axis (𝜃 = 0), as shown in Figure 2.1(a), the beam efficiency (BE) is defined 

by 

 

where 𝜃1 is the half-angle of the cone within which the percentage of the 

total power is to be found. Equation (2-53) can be written as 

  

 

    If 𝜃1 is chosen as the angle where the first null or minimum occurs (see Figure 2.1), 

then the beam efficiency will indicate the amount of power in the major lobe compared 

to the total power. A very high beam efficiency (between the nulls or minima), usually in 

the high 90s, is necessary for antennas used in radiometry, astronomy, radar, and other 

applications where received signals through the minor lobes must be minimized. The 

beam efficiencies of some typical rectangular and circular aperture antennas will be 

discussed in Chapter 12. 

 

2.11 BANDWIDTH 

   The bandwidth of an antenna is defined as “the range of frequencies within 

which the performance of the antenna, with respect to some characteristic, conforms 

to a specified standard.” The bandwidth can be considered to be the range of 

frequencies, on either side of a center frequency (usually the resonance frequency for a 
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dipole), where the antenna characteristics (such as input impedance, pattern, beamwidth, 

polarization, side lobe level, gain, beam direction, radiation efficiency) are within an 

acceptable value of those at the center frequency. 

 

 For broadband antennas, the bandwidth is usually expressed as the ratio of the 

upper-to-lower frequencies of acceptable operation. For example, a 10:1 

bandwidth indicates that the upper frequency is 10 times greater than the 

lower. 

 For narrowband antennas, the bandwidth is expressed as a percentage of the 

frequency difference (upper minus lower) over the center frequency of the 

bandwidth. For example, a 5% bandwidth indicates that the frequency range 

of acceptable operation is 5% of the bandwidth center frequency. 

 

- Because the characteristics (input impedance, pattern, gain, polarization, etc.) 

of an antenna do not necessarily vary in the same manner or are even critically 

affected by the frequency, there is no unique characterization of the bandwidth.  

- The specifications are set in each case to meet the needs of the particular 

application. 

- Usually there is a distinction made between pattern and input impedance 

variations. Accordingly, pattern bandwidth and impedance bandwidth are used 

to emphasize this distinction. 

- Associated with pattern bandwidth are gain, side lobe level, beamwidth, 

polarization, and beam direction,  

- while input impedance and radiation efficiency are related to impedance 

bandwidth.  

 

- For example, the pattern of a linear dipole with overall length less than a half-

wavelength (l < λ∕2) is basically insensitive to frequency.  

- The limiting factor for this antenna is its impedance, and its bandwidth can be 

formulated in terms of the Q.  

- The Q of antennas or arrays with dimensions large compared to the wavelength, 

excluding superdirective designs, is near unity. Therefore, the bandwidth is 

usually formulated in terms of beamwidth, side lobe level, and pattern 

characteristics.  

- For intermediate length antennas, the bandwidth may be limited by either pattern 

or impedance variations, depending upon the particular application. For these 

antennas, a 2:1 bandwidth indicates a good design. 
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then the beam efficiency will indicate the amount of power in the major lobe compared 

to the total power. A very high beam efficiency (between the nulls or minima), usually in 
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dipole), where the antenna characteristics (such as input impedance, pattern, beamwidth, 

polarization, side lobe level, gain, beam direction, radiation efficiency) are within an 

acceptable value of those at the center frequency. 

 

 For broadband antennas, the bandwidth is usually expressed as the ratio of the 

upper-to-lower frequencies of acceptable operation. For example, a 10:1 

bandwidth indicates that the upper frequency is 10 times greater than the 

lower. 

 For narrowband antennas, the bandwidth is expressed as a percentage of the 

frequency difference (upper minus lower) over the center frequency of the 

bandwidth. For example, a 5% bandwidth indicates that the frequency range 

of acceptable operation is 5% of the bandwidth center frequency. 

 

- Because the characteristics (input impedance, pattern, gain, polarization, etc.) 

of an antenna do not necessarily vary in the same manner or are even critically 

affected by the frequency, there is no unique characterization of the bandwidth.  

- The specifications are set in each case to meet the needs of the particular 

application. 

- Usually there is a distinction made between pattern and input impedance 

variations. Accordingly, pattern bandwidth and impedance bandwidth are 

used to emphasize this distinction. 

- Associated with pattern bandwidth are gain, side lobe level, beamwidth, 

polarization, and beam direction,  

- while input impedance and radiation efficiency are related to impedance 

bandwidth.  

 

 

2.13 INPUT IMPEDANCE 

     Input impedance is defined as “the impedance presented by an antenna 

at its terminals or the ratio of the voltage to current at a pair of terminals 

or the ratio of the appropriate components of the electric to magnetic 

fields at a point.” In this section we are primarily interested in the input impedance 

at a pair of terminals which are the input terminals of the antenna. In Figure 2.27(a) 

these terminals are designated as a − b.  
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    The ratio of the voltage to current at these terminals, with no load attached, defines the 

impedance of the antenna as 

 

 

where 

ZA = antenna impedance at terminals a–b (ohms) 

RA = antenna resistance at terminals a–b (ohms) 

XA = antenna reactance at terminals a–b (ohms) 

 

    In general, the resistive part of (2-72) consists of two components; that is 

 

 

 

where 

Rr = radiation resistance of the antenna 

RL = loss resistance of the antenna 

     

    The radiation resistance will be considered in more detail in later chapters, and it will 

be illustrated with examples. 

If we assume that the antenna is attached to a generator with internal impedance 

 

  

 

 

 

where 

Rg = resistance of generator impedance (ohms) 

Xg = reactance of generator impedance (ohms) 

     

    and the antenna is used in the transmitting mode, we can represent the antenna and 

generator by an equivalent circuit shown in Figure 2.27(b). To find the amount of power 
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delivered to Rr for radiation and the amount dissipated in RL as heat (I2RL∕2), we first find 

the current developed within the loop which is given by 

 

 

and its magnitude by 

where Vg is the peak generator voltage. The power delivered to the antenna for 

radiation is given by 

  

  

and that dissipated as heat by 

  

 

  

The remaining power is dissipated as heat on the internal resistance Rg of the generator, 

and it is given by 
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 The maximum power delivered to the antenna occurs when we have conjugate 

matching; that is when 

 

  

For this case 
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 Q1] A hypothetical isotropic antenna is radiating in free-space. At a distance of 100 m 

from the antenna, the total electric field (Eθ ) is measured to be 5 V/m. Find the  

(a) power density (Wrad),  

(b) power radiated (Prad).  

Solution: 

 

 Q2] The maximum radiation intensity of a 90% efficiency antenna is 200 mW/unit solid 

angle. Find the directivity and gain (dimensionless and in dB) when the:  

(a) input power is 125.66 mW,  

(b) radiated power is 125.66 mW.  

Solution:  

Radiated power=input power X efficiency. 
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Q3] The normalized radiation intensity of a given antenna is given by U(θ)=Bo Cos3(θ).  

If the total radiated power is equal to 10 Watts. Determine; (a) the maximum power 

density at a distance of 1km, (b) directivity and (c) gain. 

Q4] The normalized radiation intensity of a given antenna is U(θ,ϕ)=sinθ sinϕ. The 

intensity exists only in the 0 ≤ θ ≤ π, 0 ≤ ϕ ≤ π region, and it is zero elsewhere. Find the:  

(a) exact directivity (dimensionless and in dB).  

(b) azimuthal and elevation plane half-power beamwidths (in degrees). 

 

 

 

 

 

 

 

 

 

  

In the azimuthal plane (θ=90o) and in the elevation plane (ϕ=90o) 
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Q5] In target-search ground-mapping radars it is desirable to have echo power received 

from a target, of constant cross section, to be independent of its range. For one such 

application, the desirable radiation intensity of the antenna is given by 

Find the directivity (in dB) using the exact formula. 

Solution: 
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Q6] The radiation intensity of an antenna is given by  

U(θ,ϕ) = cos4θ sin2ϕ  

for 0 ≤ θ ≤ π/2 an d 0≤ ϕ ≤ 2π (i.e., in the upper half-space). It is zero in the lower half-

space. Find the:  

(a) exact directivity (dimensionless and in dB),  

(b) elevation plane half-power beamwidth (in degrees).  

Solution: 
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Q7] An antenna (1-m long dipole antenna is driven by a 150 MHz source) with a radiation 

resistance of 73 ohms, a loss resistance of 0.625 ohms, and a reactance of 42.5 ohms is 

connected to a generator with open-circuit voltage of 100 V and internal impedance of 50 

ohms.  

(a) Draw the equivalent circuit  

(b) Determine the power supplied by the generator  

(c) Determine the power radiated by the antenna 

(d) the radiation efficiency of the antenna. 

 

Q8] The E-field pattern of an antenna, varies as follows: 

 

 

 

(a) What is the directivity of this antenna?  

(b) What is the radiation resistance of the antenna if the electric field at 200 m from it is  

equal to 10 V/m (rms) for 𝜃 = 0◦ and the terminal current is 5 A (rms)? 
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since the values of the E-field and current are given in rms values, then:  
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Q12- 

Q11- 

Q9- 

Then plot the radiation intensity for each case. 

Q10- 

(c)plot the radiation intensity in yz-plane and xy-plane for each case. 

(d) plot the radiation intensity in xz-plane and xy-plane. 



Radiation Integrals and Auxiliary Potential Functions 
     In the analysis of radiation problems, the usual procedure is to specify the 

sources (J and M ) and then require the fields (E and H) radiated by the sources. A 

common practice in the analysis procedure is to introduce auxiliary functions, 

known as vector potentials, which will aid in the solution of the problems. The 

most common vector potential functions are the A (magnetic vector potential) and 

F (electric vector potential). Another pair is the Hertz potentials 𝚷e and 𝚷h. 

Although the electric and magnetic field intensities (E and H) represent physically 

measurable quantities, among most engineers the potentials are strictly 

mathematical tools. The introduction of the potentials often simplifies the solution 

even though it may require determination of additional functions. While it is 

possible to determine the E and H fields directly from the source-current densities 

J and M, as shown in Figure 3.1, it is usually much simpler to find the auxiliary 

potential functions first and then determine the E and H. This two-step procedure 

is also shown in Figure 3.1. 

 
 The Vector Potential A For An Electric Current Source J 

    The vector potential A is useful in solving the EM field due to a given harmonic 

electric current J. The magnetic flux B is always solenoidal; that is, 𝛁 ⋅ B = 0. 

Therefore, it can be represented as the curl of another vector because it obeys the 

vector identity 

 
where A is an arbitrary vector. Thus we define 

 Or  

where subscript A indicates the field due to the A potential. Substituting (3-2a) into 
Maxwell’s curl equation 

    

 
From the vector identity 

 
From Eqs 3 to 5 it follows 



 
The scalar function 𝜙e represents an arbitrary electric scalar potential which is a 
function of position. 
Taking the curl of both sides of (3-2) and using the vector identity, it can be shown that 
(See Balanis, Antenna Theory and Design): 

 
Once A is known, HA can be found from (3-2a) and EA from (3-15). EA can just as easily 
be found from Maxwell’s equation with J = 0. It will be shown later how to find A in 
terms of the current density J. 
 ELECTRIC AND MAGNETIC FIELDS FOR ELECTRIC (J) AND MAGNETIC (M) 

CURRENT SOURCES 

    In the previous two sections we have developed equations that can be used to find 
the electric and magnetic fields generated by an electric current source J and a 
magnetic current source M. The procedure requires that the auxiliary potential functions 
A and F generated, respectively, by J and M are found first. In turn, the corresponding 
electric and magnetic fields are then determined (EA, HA due to A and EF, HF due to F). 
The total fields are then obtained by the superposition of the individual  fields due to A 
and F (J and M). 
 

 
 
Summary 
1. Specify J and M (electric and magnetic current density sources). 
2. a. Find A (due to J) using 

 
which is a solution of the inhomogeneous vector wave equation. 
b. Find F (due to M) using 

 
 



 

SOLUTION OF THE INHOMOGENEOUS VECTOR POTENTIAL WAVE EQUATION 
Assume that a source with current density Jz, which in the limit is an infinitesimal 
source, is placed at the origin of a x, y, z coordinate system, as shown in Figure 3.2(a). 
Since the current density is directed along the z-axis (Jz), only an Az component will 
exist. Thus we can write ( note that Jz=0 at the observation point) 

 
It can be shown that the solution of this equation is: 

 
Note the vectors A and J have the same components. 
After finding A the radiated field components can be found as : 

 
---------------------------  

 Chapter 4;         Linear Wire Antennas  

    Wire antennas, linear or curved, are some of the oldest, simplest, cheapest, and in 
many cases the most versatile for many applications.  
INFINITESIMAL DIPOLE 
   An infinitesimal linear wire (l ≪ λ) is positioned symmetrically at the origin of the 

coordinate system and oriented along the z axis, as shown in Figure 4.1(a). Although 
infinitesimal dipoles are not very practical, they are used to represent capacitor-plate 
(also referred to as top-hat-loaded) antennas. In addition, they are utilized as building 
blocks of more complex geometries. The end plates are used to provide capacitive 
loading in order to maintain the current on the dipole nearly uniform. Since the end 
plates are assumed to be small, their radiation is usually negligible. The wire, in 
addition to being very small (l ≪ λ), is very thin (a ≪ λ). The spatial variation of the 

current is assumed to be constant and given by ( with Io constant) : 

 



 
Figure 4.1 Geometrical arrangement of an infinitesimal dipole and its associated 
electric-field components on a spherical surface. 

 

 



 
Using the symmetry of the problem (no 𝜙 variations), (3-2a) can be expanded in 

spherical coordinates and written in simplified form as 

 

 



 
4.2.2 Power Density and Radiation Resistance 

    For a lossless antenna, the real part of the input impedance was designated as 

radiation resistance. It is through the mechanism of the radiation resistance that power 

is transferred from the guided wave to the free-space wave. To find the input resistance 

for a lossless antenna, the Poynting vector is formed in terms of the E- and H-fields 

radiated by the antenna. By integrating the Poynting vector over a closed surface 

(usually a sphere of constant radius), the total power radiated by the antenna is found. 

The real part of it is related to the input resistance. 

    For the infinitesimal dipole, the complex Poynting vector can be written using (4-8a)–

(4-8b) and (4-10a)–(4-10c) as 

 
whose radial Wr and transverse W𝜃 components are given, respectively, by 

 
The complex power moving in the radial direction is obtained by integrating (4-11)–(4-

12b) over a closed sphere of radius r. Thus it can be written as 

 
which reduces to 

 



  The transverse component W𝜃  of the power density does not contribute to the 

integral. Thus (4-14) does not represent the total complex power radiated by the 

antenna. Since W𝜃, as given by (4-12b), is purely imaginary, it will not contribute to any 

real radiated power. However, it does contribute to the imaginary (reactive) power 

which along with the second term of (4-14) can be used to determine the total reactive 

power of the antenna. The reactive power density, which is most dominant for small 

values of kr, has both radial and transverse components. It merely changes between 

outward  and inward directions to form a standing wave at a rate of twice per cycle. It 

also moves in the transverse direction as suggested by (4-12b). 

    Equation (4-13), which gives the real and imaginary power that is moving outwardly, 

can also be written as 

 

 
It is clear from (4-17) that the radial electric energy must be larger than the radial 

magnetic energy. For large values of kr (kr ≫ 1 or r ≫ λ), the reactive power diminishes 

and vanishes when kr = ∞. 

   Since the antenna radiates its real power through the radiation resistance, for the 

infinitesimal dipole it is found by equating (4-16) to 

 
where Rr is the radiation resistance. Equation (4-18) reduces to 
 



 
for a free-space medium (𝜂 ≃ 120𝜋). It should be pointed out that the radiation 
resistance of (4-19) represents the total radiation resistance since (4-12b) does not 
contribute to it. 
For a wire antenna to be classified as an infinitesimal dipole, its overall length must be 
very small (usually l ≤ λ∕50). 

 

 
4.2.5 Intermediate-Field (kr > 1) Region 

   As the values of kr  begin to increase and become greater than unity, the terms that 

were dominant for kr ≪ 1 become smaller and eventually vanish. For moderate values 

of kr the E-field components lose their in-phase condition and approach time-phase 

quadrature. Since their magnitude is not the same, in general, they form a rotating 

vector whose extremity traces an ellipse. This is analogous to the polarization problem 

except that the vector rotates in a plane parallel to the direction of propagation and is 

usually referred to as the cross field. At these intermediate values of kr, the E𝜃 and 

H𝜙 components approach time-phase, which is an indication of the formation of time-

average power flow in the outward (radial) direction (radiation phenomenon). 



As the values of kr become moderate (kr > 1), the field expressions can be 

approximated again but in a different form. In contrast to the region where kr ≪ 1, the 

first term within the brackets in (4-8b) and (4-10a) becomes more dominant and the 

second term can be neglected. The same is true for (4-10b) where the second and third 

terms become less dominant than the first. Thus we can write for kr > 1 

 
4.2.6 Far-Field (kr ≫ 1) Region 
Since (4-23a)–(4-23d) are valid only for values of kr > 1 (r > λ), then Er will be smaller 

than E𝜃 because Er is inversely proportional to r2 where E𝜃 is inversely proportional to r. 
In a region where kr ≫ 1, (4-23a)–(4-23d) can be simplified and approximated by 

 
The ratio of E𝜃 to H𝜙 is equal to 

 
where 
Zw = wave impedance 
𝜂 = intrinsic impedance (377 ≃ 120𝜋 ohms for free-space) 
     The E- and H-field components are perpendicular to each other, transverse to the 
radial direction of propagation, and the r  variations are separable from those of 𝜃 and 
𝜙. The shape of the pattern is not a function of the radial distance r, and the fields form 
a Transverse ElectroMagnetic (TEM) wave whose wave impedance is equal to the 
intrinsic impedance of the medium.  

4.2.7 Directivity 
  The real power Prad radiated by the dipole was found in Section 4.2.2, as 
given by (4-16). The same expression can be obtained by first forming the 
average power density, using (4-26a)–(4-26c). That is, 



 
Integrating (4-28) over a closed sphere of radius r  reduces it to (4-16).  
Associated with the average power density of (4-28) is a radiation intensity U which is 
given by 

 
and it conforms with (2-12a). The normalized pattern of (4-29) is shown in Figure 4.3. 
The maximum value occurs at 𝜃 = 𝜋∕2 and it is equal to 

 
Using (4-16) and (4-30), the directivity reduces to 

 
and the maximum effective aperture to 

 

 
        Integrating the complex Poynting vector over a closed sphere, as was done in (4-
13), results in the power (real and imaginary) directed in the radial direction. Any 
transverse components of power density, as given by (4-12b), will not be captured by 
the integration even though they are part of the overall power. Because of this 
limitation, this method cannot be used to derive the input reactance of the antenna. The 
procedure that can be used to derive the far-zone electric and magnetic fields radiated 
by an antenna, along with some of the most important parameters/figures of merit that 
are used to describe the performance of an antenna, are summarized in Table 4.1 



 



4.3 SMALL DIPOLE 
   The creation of the current distribution on a thin wire was discussed in 

Section 1.4, and it was illustrated with some examples in Fig. 1.16. The 

radiation properties of an infinitesimal dipole, which is usually taken to 

have a length l ≤ λ∕50, were discussed in the previous section. Its current 

distribution was assumed to be constant. Although a constant current 

distribution is not realizable (other than top-hat-loaded elements), it is a 

mathematical quantity that is used to represent actual 

current distributions of antennas that have been incremented into many 

small lengths. 

   A better approximation of the current distribution of wire antennas, whose 

lengths are usually λ∕50 < l ≤ λ∕10, is the triangular variation of Fig. 

1.16(a). The sinusoidal variations of Fig. 1.16(b)–(c) are more accurate 

representations of the current distribution of any length wire antenna. 

    The most convenient geometrical arrangement for the analysis of a 

dipole is usually to have it positioned symmetrically about the origin with its 

length directed along the z-axis, as shown in Fig. 4.4(a). This is not 

necessary, but it is usually the most convenient. The current distribution of 

a small dipole (λ∕50 < l ≤ λ∕10) is shown in Fig. 4.4(b), and it is given by 

 

 



 

Following the procedure established in the previous section, the vector 
potential of (4-2) can be written using (4-33) as 

 
Because the overall length of the dipole is very small (usually l ≤ λ∕10), the values 
of R for different values of z′ along the length of the wire (−l∕2 ≤ z′ ≤ l∕2), R can be 
approximated by R ≃ r throughout the integration path. The maximum phase 
error in (4-34) by allowing R = r for λ∕50 < l ≤ λ∕10, will be kl∕2 = 𝜋∕10 rad = 18◦ for 
l = λ∕10. Smaller values will occur for the other lengths. This amount of phase 
error is usually negligible and has very little effect on the overall radiation 
characteristics. Performing the integration, (4-34) reduces to 

 
which is one-half of that obtained in the previous section for the infinitesimal 
dipole and given by (4-4). 
     The potential function given by (4-35) becomes a more accurate as kr → ∞. 
This is the region of practical interest, and it is called the far-field region. Since 
the potential function for the triangular distribution is 1/2 of that for the constant 
(uniform) current distribution, the corresponding fields of the former are one-half 
of the latter. Thus we can write the E- and H-fields radiated by a small dipole as 
 
 



 
with the wave impedance equal, as before, to (4-27). 
     Since the directivity of an antenna is controlled by the relative shape of the 
field or power pattern, the directivity, and maximum effective area of this 
antenna are the same as the ones with the constant current distribution given by 
(4-31) and (4-32), respectively. 
      The radiation resistance of the antenna is strongly dependent upon the 
current distribution. Using the same procedure for the infinitesimal dipole, it can 
be shown that for the small dipole its radiated power is 1/4  of (4-18). Thus the 
radiation resistance reduces to 

  

 
which is also one-fourth ( 1 /4 ) of that obtained for the infinitesimal dipole as 
given by (4-19). Their relative patterns (shapes) are the same and are shown in 
Fig. 4.3. 
 
4.4 REGION SEPARATION 
   It is desirable to separate the space surrounding an antenna into three 

regions; namely, the reactive near-field, radiating near-field (Fresnel) and 

the far-field (Fraunhofer). Approximations can be made, for the far-field 

(Fraunhofer) region, which is of the most practical interest. So it will be 

very important to understand their implications upon the solution. 

     It is difficult to perform the integration of 

 
Where 

 
The length R is defined as the distance from any point on the source to the 
observation point. The integral of (4-38) was used to solve for the fields of 
infinitesimal and small dipoles in Sections 4.1 and 4.2. However in the 



first case (infinitesimal dipole) R = r and in the second case (small dipole) 
R was approximated by r (R ≃ r) because the length of the dipole was 

restricted to be l ≤ λ∕10. The major simplification of (4-38) will be in the 

approximation of R. 
    A very thin dipole of finite length l  is symmetrically positioned about the 
origin with its length directed along the z-axis, as shown in Fig.4.5(a). 
Because the wire is assumed to be very thin (x′ = y′ = 0), we can write (4-

38) as 

 
Which be written as 

 

 
Using the binomial expansion, we can write (4-40) in a series as 

 
whose higher order terms become less significant provided r ≫ z′. 

 



 
Figure 4.5 Finite dipole geometry and far-field approximations. 
4.4.1 Far-Field (Fraunhofer) Region 
The most convenient simplification of (4-41), other than R ≃ r, will be to 
approximate it by its first two terms, or 
R ≃ r − z′ cos 𝜃                             (4-42) 

The most significant neglected term of (4-41) is the third whose maximum 
value is 

 
When (4-43) attains its maximum value, the fourth term of (4-41) vanishes 

because 𝜃 = 𝜋∕2. It can be shown that the higher order terms not shown in 

(4-41) also vanish. Therefore approximating (4-41) by (4-42) introduces a 
maximum error given by (4-43). 
    It was shown by many investigators that for most practical antennas, with 
overall lengths greater than a wavelength (l > λ), a maximum total phase 

error of 𝜋∕8 rad (22.5◦) is not very detrimental in the analytical formulations. 

Using that as a criterion we can write, using (4-43), that the maximum 
phase error should always be 



 
which for −l∕2 ≤ z′ ≤ l∕2 reduces to 

 
Equation (4-45) means that for a maximum phase error ≤ 𝜋∕8 rad (22.5◦), r  
must equal or be greater than 2L2∕λ where L is the largest dimension of the 

antenna. The usual simplification for the far-field region is to approximate 
the R in the exponential (e−jkR) of (4-38) by (4-42) and the R in the 

denominator of (4-38) by R ≃ r. These simplifications are designated as 
the far-field approximations and are usually denoted in the literature as 

 
provided r satisfies (4-45). 
    It may be advisable to illustrate the approximation (4-46) geometrically. 
For R ≃ r − z′ cos 𝜃, where 𝜃 is the angle measured from the z-axis, the 

radial vectors R and r must be parallel to each other, as shown in Fig. 
4.5(b). For any other antenna whose maximum dimension is D, the 
approximation of (4-46) is valid provided the observations are made at a 
distance 

 
For an aperture antenna the maximum dimension is taken to be its 
diagonal. For most practical antennas, whose overall length is large 
compared to the wavelength, these are adequate approximations. Allowing 
R to have a value of R = 4D2∕λ gives better results. 

 



4.5 FINITE LENGTH DIPOLE 
    The former techniques can also be used to analyze linear dipoles of any 
length. For simplicity it is assumed here that the dipole has a negligible 

diameter ( provided the diameter <<λ).  

4.5.1 Current Distribution 
For a very thin dipole (ideally zero diameter), the current distribution can be 
written, to a good approximation, as 

 
This distribution assumes that the antenna is center-fed and the current 
vanishes at the end points (z′ = ±l∕2). Experimentally, the current in a 

center-fed wire antenna has sinusoidal form with nulls at the end points. 
For l = λ∕2 and λ∕2 < l < λ the current distribution of (4-56) is shown plotted 

in Figs. 1.16(b) and 1.12(c), respectively. The geometry of the antenna is 
that shown in Fig. 4.5. 
4.5.2 Radiated Fields: Element Factor, Space Factor, and Pattern  
   The finite dipole antenna of Figure 4.5 is subdivided into a number of 
infinitesimal dipoles of length Δz′. As the number of subdivisions is 

increased, each infinitesimal dipole approaches a length dz′. For an 

infinitesimal dipole of length dz′ positioned along the z-axis at z′, the 

electric and magnetic field components in the far field are given, using (4-
26a)–(4-26c), as 

 
where R is given by (4-39) or (4-40). 
Using the far-field approximations given by (4-46), (4-57a) can be written 
as 

 
Summing the contributions from all the infinitesimal elements, the integral 
reduces to  

 



 
Figure 4.8 Current distributions along the length of a linear wire antenna. 
     
For the current distribution of (4-56), (4-58a) can be written as 

 
After performing the integration, it can be shown that 

 
And              Hϕ=Eθ/η 

4.5.3 Power Density, Radiation Intensity, and Radiation Resistance 

   For the dipole, the average Poynting vector can be written as 

 



And the radiation intensity is   U= Wav r
2              

       (4-64) 

The normalized (to 0 dB) elevation power patterns, as given by (4-64) for l 
= λ∕4, λ∕2, 3λ∕4, and λ are shown plotted in Figure 4.6. The current 

distribution of each is given by (4-56). The power patterns for an 
infinitesimal dipole l ≪ λ (U ∼ sin2 𝜃) is also included for comparison. As 

the length of the antenna increases, the beam becomes narrower. 
Because of that, the directivity should also increase with length. It is found 
that the 3-dB beamwidth of each is equal to 

 
As the length of the dipole increases beyond one wavelength (l > λ), the 

number of lobes begin to increase. The normalized power pattern for a 
dipole with l = 1.25λ is shown in Fig. 4.7. In Fig. 4.7(a) the 3-D pattern in 

color is illustrated, while in Fig. 4.7(b) the 2-D (elevation pattern) in color is 
depicted. For the 3-D illustration, a 90◦ angular section of the pattern has 

been omitted to illustrate the elevation plane directional pattern variations. 

The current distribution for the dipoles with l = λ∕4, λ∕2, λ, 3λ∕2, and 2λ, as 

given by (4-56), is shown in Fig. 4.8. 
 



 
Figure 4.6 Elevation plane amplitude patterns for a thin dipole with 
sinusoidal current distribution (l =λ∕50, λ∕4, λ∕2, 3λ∕4, λ). 

     

 
 



 

 
Figure 4.7  3-D  and 2-D  amplitude patterns for a thin dipole of l = 1.25λ 

and sinusoidal current distribution. 
   To find the total power radiated, the average Poynting vector of (4-63) is 
integrated over a sphere of radius r. Thus 

 
4.5.4 Directivity 
   Figure 4.6, shows that as the radiation pattern of a dipole becomes more 
directional as its length increases. When the overall length is greater than 
one wavelength, the number of lobes increases and the antenna loses its 
directional properties. The parameter that is used as a “figure of merit” for 

the directional properties of the antenna is the directivity. The directivity  



 
where F(𝜃, 𝜙) is related to the radiation intensity U by (2-19), or 

    U = B0F(𝜃, 𝜙)            (4-72) 

From (4-64), the dipole antenna of length l has 

 

It can be shown that 

 
4.6 HALF-WAVELENGTH DIPOLE 
One of the most commonly used antennas is the half-wavelength (l = λ∕2) 

dipole. Because its radiation resistance is 73 ohms, which is very near the 
50-ohm or 75-ohm characteristic impedances of some transmission lines, 
its matching to the line is simplified especially at resonance. Because of its 
wide acceptance in practice, we will examine in a little more detail its 
radiation characteristics. 
The electric and magnetic field components of a half-wavelength dipole 

can be obtained from (4-62a) and (4-62b) by letting l = λ∕2  

 
And Hϕ = Eθ /η 
In turn, the time-average power density and radiation intensity can be 
written, respectively, as 

 



And     U= r2 Wav 
whose two-dimensional pattern is shown plotted in Figure 4.6 while the 
three-dimensional pattern is depicted in Figure 4.12a. For the 3-D pattern 
of Fig. 4.12a, a 90◦ angular sector has been removed to illustrate the 

figure-eight elevation plane pattern variations. 
The radiation intensity of the λ/2 dipole can be approximated by, as 

represented in (4-87); that is, U ∼ sin3𝜃. 
The total power radiated can be obtained as a special case of (4-67), or 

 

 

 
The radiation resistance of (4-93) is also the radiation resistance at the 
input terminals (input resistance) since the current maximum for a dipole of 
l = λ∕2 occurs at the input terminals (see Fig. 4.8). As it will be shown in 

Chapter 8, the imaginary part (reactance) associated with the input 
impedance of a dipole is a function of its length (for l = λ∕2, it is equal to 

j42.5). Thus the total input impedance for l = λ∕2 is equal to 

 
To reduce the imaginary part of the input impedance to zero, the antenna 
is matched or reduced in length until the reactance vanishes. The latter is 
most commonly used in practice for λ/2 dipoles. 

 



The λ∕4 Monopole 
   In practice, a wide use has been made of a quarter-wavelength monopole (l = 

λ∕4) mounted above a ground plane, and fed by a coaxial line, as shown in Fig. 

4.22(a). For analysis purposes, a λ∕4 image is introduced and it forms the λ∕2 

equivalent of Fig. 4.22(b). It should be emphasized that the λ∕2 equivalent of Fig. 

4.22(b) gives the correct field values for the actual system of Fig. 4.22(a) only 

above the interface (z ≥ 0, 0 ≤ 𝜃 ≤ 𝜋∕2). Thus, the far-zone E and H fields for the 

λ∕4 monopole above the ground plane are given, respectively, by (4-84) and (4-85). 

 

 

  
 

Figure 4.22 Quarter-wavelength monopole on an infinite perfect electric conductor. 

 

     From the discussions of the resistance of an infinitesimal dipole above a ground 

plane, it follows that the input impedance of a λ∕4 monopole above a ground plane 

is equal to one-half that of an isolated λ∕2 dipole. Thus, referred to the current 

maximum, the input impedance Zim is given by 

 
where 73 + j42.5 is the input impedance (and also the impedance referred to the 

current maximum) of a λ∕2 dipole as given by (4-93a). 
 

 
 
 
 



Summary of Important Formulas for the center-fed dipoles 
 (far-field region) 

 
 

 
 

 
 

 
 



 
===========================================  

Solved Questions 

Q1. A horizontal infinitesimal electric dipole of constant current I0 is placed 

symmetrically about the origin and directed along the x-axis. Derive the 

(a) far-zone fields radiated by the dipole, 
 (b) directivity of the antenna. 

 
Q.2. Repeat Problem 4.1 for a horizontal infinitesimal electric dipole 
directed along the y-axis. 



 
===================================== 

Q.3. A thin linear dipole of length l is placed symmetrically about the Z-

axis. Find the far-zone spherical E and H components radiated by the 
dipole whose current distribution can be approximated by: 

 

 
 



 
Eϕ= Hr=  Hθ=0,    and                 Hϕ= Eθ /η 

 

 



 
 

 
Q4 

 

 
 



Q5]  A λ/2 dipole situated with its center at the origin radiates a time-
averaged power of 600 W at a frequency of 300 MHz. A second λ/2 dipole 
is placed with its center at a point P (r, θ, φ), where r = 200 m, θ = 90◦, φ = 
40◦. Its axis is parallel to that of the transmitting antenna.  What is the 
available power at the terminals of the second (receiving) dipole? 

 
----------------------------------------------------------------------------  

Q6] A λ/2 dipole is radiating into free-space. The coordinate system is defined so that 

the origin is at the center of the dipole and the z-axis is aligned with the dipole. Input 

power to the dipole is 100 W. The overall efficiency is 50%, find the power density (in 
W/m2) at r = 500 m,θ= 60◦, φ = 0◦. 

 



Q7]    A 3-cm long dipole carries a phasor current Io = 10ej60 A. Assuming 
that λ = 5 cm, determine the E- and H-fields at 10 cm away from the dipole 
and at θ = 45◦. 

 
-------------------------------------  

Q8]  A satellite S transmits an e.m. wave, at 10 GHz, via its transmitting antenna. The 
satellite which is at a distance of 3.7 × 107 m from the earth surface, radiates 10 W from 
its antenna whose directivity is 50 dB.  Determine the magnitude of the E-field at earth 
surface. 

 
--------------------------------------------  

Q9] A base-station in a mobile system has a lossless antenna of a maximum gain of 
16 dB and works at 1,900 MHz. Assuming the input power to the antenna is 8 watts, 
what is the:  
(a) maximum radiated power density (in watts∕cm2) at a distance of 100 m  
from the base station. 
(b) maximum power received at 100m by a mobile telephone whose antenna is a 
lossless λ∕4 vertical monopole. Assume the λ∕4 monopole is mounted on an infinite 
ground plane. 

 
 
 



Q10]  The half-wavelength dipole has an input impedance of (73+j42.5) 
Ohm. Determine its equivalent capacitor and resistance, then fine the 
VSWR when it is connected to a 50 Ohm feed line. 

-----------------------------------------------------------   

 
Examples of external and embedded/internal antennas                 Triangular array of dipoles used as a sectoral used 
in commercial cellular and CB radios.                                            in base-station antenna for mobile communication. 
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Friis Transmission Equation 
    The Friis Transmission Equation relates the power received to the power 

transmitted between two antennas separated by a distance R > 2D
2
∕λ, where D is 

the largest dimension of either antenna. Referring to Fig.2.31, let us assume that 

the transmitting antenna is initially isotropic. If the input power at the terminals 

of the transmitting antenna is Pt, then its isotropic power density Wo at distance 

R from the antenna is 

 

where et is the radiation efficiency of the transmitting antenna. For a 

nonisotropic transmitting antenna, the power density of (2-113) in the direction 

𝜃t, 𝜙t can be written as  

 
where Gt(𝜃t, 𝜙t) is the gain and Dt(𝜃t, 𝜙t) is the directivity of the transmitting 

antenna in the direction 𝜃t, 𝜙t. Since the effective area Ar of the receiving 

antenna is related to its efficiency er and directivity Dr by 

 

 
the amount of power Pr collected by the receiving antenna can be written, using 

(2-114) and (2-115), as 

 
or the ratio of the received to the input power as 

 
The Pr based on (2-117) assumes that the transmitting and receiving antennas 

are matched to their respective lines or loads (reflection efficiencies are unity) 

and the polarization of the receiving antenna is matched to the impinging wave 

(polarization efficiency is unity). Then  

 



 
For reflection and polarization-matched antennas aligned for maximum 

directional radiation and reception, (2-118) reduces to 

 
Equations (2-117), (2-118), or (2-119) are known as the Friis Transmission 

Equation, and it relates the power Pr (delivered to the receiver load) to the 

input power of the transmitting antenna Pt. The term (λ∕4𝜋R)
2
 is called the free-

space loss factor, and it takes into account the losses due to the spherical 

spreading of the energy by the antenna. 

Q1] In a long-range microwave communication system operating at 9 GHz, the transmitting 

and receiving antennas are identical, and they are separated by 10,000 m. To meet the signal-

to-noise ratio of the receiver, the received power must be at least 10 μW. Assuming the two 

antennas are aligned for maximum reception to each other, including being polarization 

matched, what should the gains (in dB) of the transmitting and receiving antennas be when 

the input power to the transmitting antenna is 10 W? 

Q2] A communication system, operating at 100 MHz, uses two identical λ∕2 vertical 

lossless dipole antennas as transmitting and receiving elements separated by 10 km. In order 

for the signal to be detected by the receiver, the power level at the receiver terminals must be 

at least 1 μW. Each antenna is connected to the transmitter and receiver by a lossless 50-Ω 

transmission line. Assuming the antennas are polarization-matched and are aligned so that the 

maximum intensity of one is directed toward the maximum radiation intensity of the other, 

determine the minimum transmitter power so that the signal will be detected by the receiver.  



 

                                                                                                          The Yagi Antenna (VHF & HF) 

 

Monopole antenna over ground or conducting plane     Monopole antenna over 4 wires 

      

The Folded Dipole Antenna 



  

The RFID (Radio Frequency Identification Device)  Loop and Dipole Antennas 

 

 

Loop Antennas (  VHF ) 

 

The Helical antenna 



The   FOLDED DIPOLE 
To achieve good directional pattern characteristics and good matching to 
practical coaxial lines with 50- or 75-ohm impedances, the length of a 
single wire element is usually chosen to be λ∕4 ≤ l < λ. The most widely 
used dipole is that whose overall length is l ≃ λ∕2, and which has an input 
impedance of Zin ≃ 73 + j42.5 and directivity of Do ≃ 1.643.      
     In practice, there are other very common transmission lines whose 
characteristic impedance is much higher than 50 or 75 ohms. For example, 
a “twin-lead” transmission line (usually two parallel wires separated by 
about 8mm and embedded in a low-loss plastic material used for support 
and spacing) is widely used for TV applications and has a characteristic 
impedance of about 300 ohms. 

 

  
 
 
  

 

To provide good matching characteristics, 

variations of the single dipole element must be 

used. One simple geometry that can achieve this 

is a folded wire which forms a very thin (s ≪ λ) 

rectangular loop as shown in Figure . When ( s< < 

λ), is known as a folded dipole and it serves as a 

step-up impedance transformer (approximately by 

a factor of 4 when l = λ∕2) of the single-element 

impedance. Thus when l = λ∕2 and the antenna is 

resonant, impedances on the order of about 300 

ohms can be achieved, and it would be ideal for 

connections to “twin-lead” transmission lines. 

Zf = 4 Zd = 4X73 = 292 ≈  300 Ohm 

when If   is the current of the 
folded dipole and Id  is the 
current of the ordinary dipole, 
the input power of the two 
dipoles are identical, or 

 
Which means 

 
 



Loop Antennas 
    Loop antennas are simple, inexpensive, and very versatile type of 

antennas. Loop antennas take many different forms such as a rectangle, 

square, triangle, ellipse, circle, and many other configurations. 

Because of the simplicity in analysis and construction, the circular loop is 

the most popular and has received the widest attention.  The small loop 

(circular or square) is equivalent to an infinitesimal magnetic dipole whose 

axis is perpendicular to the plane of the loop. That is, the fields radiated by 

an electrically small circular or square loop are of the same mathematical 

form as those radiated by an infinitesimal magnetic dipole. 

   Loop antennas are usually classified into two categories, electrically 

small and electrically large. Electrically small antennas are those whose 

overall length (circumference) is usually less than about (C < 0.1 λ). 

However, electrically large loops are those whose circumference 

is about (C ∼ λ). Most of the applications of loop antennas are in the HF 

(3–30 MHz), VHF (30–300 MHz), and UHF (300–3,000 MHz) bands. 

    SMALL CIRCULAR LOOP 
  Consider a small loop antenna on the x-y plane, at z = 0, as shown in the 

Figure. The wire is assumed to be very thin and the current is constant 

along the wire, I𝜙 = Io , . This type of current distribution is accurate only for 

a very small circumference.  

 

 

The far-field components 

of the small circular loop 

antenna of radius a. 

 s=πa2 

is the area of the loop. 



                   
When the radius of the loop is relatively large and the current can be 

considered constant along the loop, then the far-field components will be 

 

 

 
 

A horizontal, lossless, one-turn circular loop of circumference C = λ, with a 

nonuniform current distribution, is radiating in free space. The Tar-field 
pattern of the antenna can be approximated by 

 
where C0 is a constant and 𝜃 is measured from the normal to the 
plane/area of the loop. Determine the 
(a) Maximum exact directivity (dimensionless and in dB). 
(b) Approximate input impedance of the loop. 
(c) Input reflection coefficient when the antenna is connected to a balanced 

“twin-lead” transmission line with a characteristic impedance of 300 ohms. 

(d) Maximum gain of the loop (dimensionless and in dB). 

r>> a 
I=constant 



Array Antennas 

   Usually the radiation pattern of a single element is relatively wide, and each 

element provides low values of directivity and gain. In many applications, 

antennas with very directive characteristics (very high gains) are required to meet 

long distance communications. This can only be accomplished by increasing the 

electrical size of the antenna. 

    Enlarging the dimensions of a single element often leads to more directive 

characteristics. Another way to enlarge the dimensions of the antenna, without 

necessarily increasing the element size, is to form a group of elements in an 

electrical and geometrical configuration. This new antenna is referred to as an 

array. In most cases, the elements of an array are identical as this is convenient, 

simpler, and more practical. The individual elements of an array may be of any 

form (wires, apertures, etc.). 

         The total field of the array is determined by the vector addition of the fields 

radiated by the individual elements. To provide very directive patterns, it is 

necessary that the fields from the elements of the array interfere constructively 

(add) in the desired directions and interfere destructively (cancel each other) in the 

remaining space. Ideally this can be accomplished, but practically it is only 

approached. In an array of identical elements, there are at least five controls that 

can be used to shape the overall pattern of the antenna. These are: 

1.the geometrical configuration of the overall array (linear, circular, rectangular, 

spherical, etc.), 

2. the relative displacement between the elements, 

3. the excitation amplitude of the individual elements, 

4. the excitation phase of the individual elements, 

5. the relative pattern of the individual elements. 

      The simplest and one of the most practical arrays is formed by placing the 

elements along a line. We will start with the simplest example of a two-element 

array.  
Two-Element Array 

       Assume that the  two element antenna is an array of two infinitesimal 

horizontal dipoles positioned along the z-axis, as shown in Fig. 6.1(a). The total 

field radiated by the two elements, assuming no coupling between the elements, is 

equal to the sum of the two and in the y-z plane it is given by 

where 𝛽  is the difference in phase excitation between the elements. The 

magnitude excitation of the radiators is identical. In the far-field region, the 

following approximations can be made 
 
 



 

 

 

 
 



 
Fig. 6-1 Geometry of a two-element array positioned along the z-axis. 

 
Then Eq. 6-1 can be written as 

      
 Equation (6-3) shows that the total field of the array is equal to the field of a 

single element positioned at the origin multiplied by a factor which is called the 

array factor. Thus for the two-element array of constant amplitude, the array 

factor is given by 

 
And its normalized version is 

 
The array factor is a function of the array geometry and the excitation phase. By 

varying the separation d and/or the phase 𝛽  between the elements, the array factor 

and of the total field of the array can be controlled. 

      It has been illustrated that the far-zone field of a uniform two-element array of 

identical elements is equal to the product of the field of a single element, at a 

selected reference point (usually the origin), and the array factor of that array. 

That is, 

E(total) = [E(single element at reference point)] X [array factor]      (6-5) 



This is referred to as pattern multiplication for arrays of identical elements. It is 

also valid for arrays with any number of identical elements which do not 

necessarily have identical magnitudes, phases, and/or spacings between them.  

     Each array has its own array factor. The array factor, is a function of the 

number of elements, their geometrical arrangement, their relative magnitudes, 

their relative phases, and their spacings. The array factor is usually derived using 

the point-source array, then the total field of the actual array is obtained by the use 

of (6-5). Each point-source is assumed to have the amplitude, phase, and location 

of the corresponding element it is replacing. 

    In order to synthesize the total pattern of an array, the designer is not only 

required to select the proper radiating elements but the geometry (positioning) and 

excitation of the individual elements. 

Example 6.1 

Given the array of Fig. 6.1(a) and (b), find the nulls of the total field when   d = λ∕4   

and: (a)   β=0,   (b)   β=π/2,     (c)   β= -π/2. 

Solution: (a) β=0,  

In this case kd=2π/λ X λ/4== π/2     ,   then  Eq. 6-4-a becomes  

  
The nulls are obtained by setting the total field equal to zero, or    Etn=0, 

  
which means that the product of two terms is equal to zero, then 

either    ,                   or 

 
The only null occurs at 𝜃 = 90◦ and is due to the pattern of the individual elements. 

The array factor does not contribute any additional nulls since there is not enough 

separation between the elements to introduce a phase difference of 180◦ between 

the elements, for any observation angle. 

Solution: (a) β=π/2,  

In this case kd=2π/λ X λ/4= π/2   ,   then  Eq. 6-4-a becomes 

 
The nulls are obtained by setting the total field equal to zero, or    Etn=0, 

 
which means that the product of two terms is equal to zero, then 

either    ,                   or 



 
The nulls of the array occur at 𝜃 = 90◦ and 0◦. The null at 0◦ is introduced by the arrangement of 

the elements (array factor). This can also be shown by physical reasoning, as shown in Fig. 

6.2(a). The element in the negative z-axis has an initial phase lag of 90◦ relative to the other 

element. As the wave from that element travels toward the positive z-axis (𝜃 = 0◦ direction), it 

undergoes an additional 90◦ phase retardation when it arrives at the other element on the positive 

z-axis. Thus there is a total of 180◦ phase difference between the waves of the two elements 

when travel is toward the positive z-axis (𝜃 = 0◦). The waves of the two elements are in phase 

when they travel in the negative z-axis (𝜃 = 180◦), as shown in Fig.6.2(b). 

 

 



     The normalized patterns of the single element, the array factor, and the total array for each of 

the above array examples are shown in Fig. 6.3, 6.4(a), and 6.4(b). In each figure, the total 

pattern of the array is obtained by multiplying the pattern of the single element by that of the 

array factor. In each case, the pattern is normalized to its own maximum. Since the array factor 

for the example of Fig. 6.3 is nearly isotropic (within 3 dB), the element pattern and the total 

pattern are almost identical in shape. The largest magnitude difference between the two is about 

3 dB, and for each case it occurs toward the direction along which the phases of the two 

elements are in phase quadrature (90◦ out of phase). For Fig. 6.3 this occurs along 𝜃 = 0◦ while 

for Fig.6.4(a,b) this occurs along 𝜃 = 90◦. Because the array factor for Fig.6.4(a) is of cardioid 

form, its corresponding element and total patterns are considerably different. In the total pattern, 

the null at 𝜃 = 90◦ is due to the element pattern while that toward 𝜃 = 0◦ is due to the array factor. 

Similar results are displayed in Fig. 6.4(b). 

 
Fig.6.3 Element, array factor, and total field        Fig.6.4-a Element, array factor, and total field  

Patterns  of a 2-element array(𝛽 = 0◦, d = λ∕4).     Patterns  of a 2-element array(𝛽 =90◦, d = λ∕4). 

 
Fig.6.4-b (𝛽 = -90◦, d = λ∕4).      

 



Example 6.2 

   Consider an array of two identical infinitesimal dipoles oriented as shown 
in Figs.6.1(a) and (b). For a separation d and phase excitation difference 𝛽  
between the elements, find the angles of observation where the nulls of the 
array occur. The magnitude excitation of the elements is the same. 
 

Solution: The normalized total field of the array is given by (6-3) as 

 
To find the nulls, the field is set equal to zero, or 

 
 

Thus                               

and 

 
The null at 𝜃 = 90◦ is attributed to the pattern of the individual elements of 
the array while the remaining ones are due to the formation of the array. 
For no phase difference between the elements (𝛽 = 0), the separation d 
must be equal or greater than half a wavelength (d ≥ λ∕2) in order for at 
least one null, due to the array, to occur. 
 



 N-ELEMENT LINEAR ARRAY: UNIFORM AMPLITUDE AND SPACING 

  Now let us generalize the method to include N elements. Referring to the 

geometry of Figure 6.5(a), assume that all the elements have identical 

amplitudes but each succeeding element has a 𝛽 progressive phase lead current 

excitation relative to the preceding one (𝛽 represents the phase by which the 

current in each element leads the current of the preceding element). An array of 

identical elements all of identical magnitude and each with a progressive phase 

is referred to as a uniform array. The array factor can be obtained by 

considering the elements to be point sources. If the actual elements are not 

isotropic sources, the total field can be formed by multiplying the array factor of 

the isotropic sources by the field of a single element. This is the pattern 

multiplication rule of (6-5), and it applies only for arrays of identical elements.  

 

 
Figure 6.5 Far-field geometry and phasor diagram of N-element array of 

isotropic sources positioned along  the z-axis. 

The array factor is given by 

 
Which can be written as 

 



    Since the total array factor for the uniform array is a summation of 

exponentials, it can be represented by the vector sum of N phasors each of unit 

amplitude and progressive phase 𝜓 relative to the previous one. Graphically this 

is illustrated by the phasor diagram in Fig. 6.5(b). It is apparent from the phasor 

diagram that the amplitude and phase of the AF can be controlled in uniform 

arrays by properly selecting the relative phase 𝜓 between the elements; in 

nonuniform arrays, the amplitude as well as the phase can be used to control the 

formation and distribution of the total array factor. 

    The array factor of (6-7) can also be expressed in an alternate, compact and 

closed form whose functions and their distributions are more recognizable. This 

is accomplished as follows. 

Multiplying both sides of (6-7) by e
j𝜓, it can be written as 

 
Subtracting (6-7) from (6-8) reduces to 

 
which can also be written as 

 
If the reference point is the physical center of the array, the array factor of (6-10) reduces to 

 
For small values of 𝜓, the above expression can be approximated by 

 
The maximum value of (6-10a) or (6-10b) is equal to N. To normalize the array factors so that the 
maximum value of each is equal to unity, (6-10a) and (6-10b) are written in normalized form as  

 
Which can be approximated to 

 
 



To find the nulls of the array, (6-10c) or (6-10d) is set equal to zero. That is, 

 
   For n = N, 2N, 3N,…, (6-10c) attains its maximum values because it reduces 

to a sin(0)/0 form. The values of n determine the order of the nulls (first, 

second, etc.). For a zero to exist, the argument of the arccosine cannot exceed 

unity. Thus the number of nulls that can exist will be a function of the  element 

separation d and the phase excitation difference 𝛽. 

The maximum values of (6-10c) occur when 

 
    The array factor of (6-10d) has only one maximum and occurs when m = 0 in 

(6-12). That is, 

 
which is the observation angle that makes 𝜓 = 0. 

The 3-dB point for the array factor of (6-10d) occurs when  

 
Which can also be written as 

 

 
The half-power beamwidth Θh can be found once the angles of the first 

maximum (𝜃m) and the 3dB point (𝜃h) are determined. For a symmetrical pattern    

 
    The secondary maxima (maxima of minor lobes) which occur approximately 

when the numerator of (6-10d) attains its maximum value. That is, 

 



Which can also be written as 

 

 
The maximum of the first minor lobe of (6-10c) occurs approximately when 

 
Or when 

 
At that point, the magnitude of (6-10d) reduces to 

 
Which in dB is equal to 

 
Thus the maximum of the first minor lobe of the array factor of (6-10d) is 13.46 

dB down from the maximum at the major lobe. More accurate expressions for 

the angle, beamwidth, and magnitude of first minor lobe of the array factor of 

(6-10d) can be obtained. 

Broadside Array 

     In many applications it is desirable to have the maximum radiation of an 

array directed normal to the array axis [broadside; 𝜃0 = 90
◦
 of Fig. 6.5(a)]. To 

optimize the design, the maxima of the single element and of the array factor 

should both be directed toward 𝜃0 = 90◦. The requirements of the single 

elements can be accomplished by proper choice of the radiators, and those of 

the array factor by the proper separation and excitation of the individual 

radiators. In this section, the requirements that allow the array factor to 

“radiate” efficiently broadside will be developed. 
     Referring to (6-10c) or (6-10d), the first maximum of the array factor occurs when 

𝜓 = kd cos 𝜃 + 𝛽 = 0                                                (6-18) 

Since it is desired to have the first maximum directed toward 𝜃0 = 90
◦
, then 

 
Thus to have the maximum of the array factor of a uniform linear array directed 

broadside to the axis of the array, it is necessary that all the elements have the 

same phase excitation (in addition to the same amplitude excitation). The 

separation between the elements can be of any value. To ensure that there are no 

principal maxima in other directions, which are referred to as grating lobes, the 



separation between the elements should not be equal to multiples of a 

wavelength (d ≠ nλ, n =1, 2, 3…) when 𝛽 = 0. If d = nλ, n = 1, 2, 3,… and 𝛽 = 

0, then 

 
This value of 𝜓 when substituted in (6-10c) makes the array factor attain its 

maximum value. Thus for a uniform array with 𝛽 = 0 and d = nλ, in addition to 

having the maxima of the array factor directed broadside (𝜃o
 = 90

◦
) to the axis 

of the array, there are additional maxima directed along the axis (𝜃o= 0
◦
, 180◦) 

of the array (end-fire radiation). 

One of the objectives in many designs is to avoid multiple maxima, in addition 

to the main maximum, which are referred to as grating lobes. Often it may be 

required to select the largest spacing between the elements but with no grating 

lobes. To avoid any grating lobe, the largest spacing between the elements 

should be less than one wavelength (dmax < λ). 

To illustrate the method, the 3-D array factor of a 10-element (N = 10) uniform 

array with 𝛽 = 0 and d = λ∕4 is shown plotted in Figure 6.6(a). A 90
◦
 angular 

sector has been removed for better view of the pattern distribution in the 

elevation plane. The only maximum occurs at broadside (𝜃0 = 90◦). To form a 

comparison, the three-dimensional pattern of the same array but with d = λ is 

also plotted in Figure 6.6(b). For this pattern, in addition to the maximum at 𝜃0 

=90◦, there are additional maxima directed toward 𝜃o=0
◦
,180◦. The 

corresponding two-dimensional patterns of Figures 6.6(a,b) are shown in Fig. 

6.7. 

If the spacing between the elements is chosen between λ < d < 2λ, then the 

maximum of Figure 6.6 toward 𝜃0 = 0
◦
 shifts toward the angular region 0◦ < 𝜃0 

< 90◦ while the maximum toward 𝜃0 = 180◦ shifts toward 90◦ < 𝜃0 < 180◦. 

When d = 2λ, there are maxima toward 0
◦
, 60◦, 90◦, 120◦ and 180◦. 

In Tables 6.1 and 6.2 the expressions for the nulls, maxima, half-power points, 

minor lobe maxima, and beamwidths for broadside arrays have been listed. 

They are derived from (6-10c)–(6-16a). 

 

TABLE 6.1 Nulls, 

Maxima, Half-Power 

Points, and Minor 

Lobe Maxima for 

Uniform Amplitude 

Broadside Arrays 



 

 
Figure 6. Three-dimensional amplitude patterns for broadside array (left), and 
broadside/end-fire array (right) with (N = 10). 

 
6.3.2 Ordinary End-Fire Array 

     Instead of having the maximum radiation broadside to the axis of the array, it 

may be desirable to direct it along the axis of the array (end-fire). It may be 

necessary that the array radiates toward only one direction (either 𝜃0 = 0
◦
 or 

180◦ of Fig. 6.5). 



  To direct the first maximum toward 𝜃0 = 0
◦
, 

 
If the first maximum is desired toward 𝜃0 = 180

◦
, then 

 
Thus end-fire radiation is accomplished when 𝛽 = −kd (for 𝜃0 = 0

◦
) or 𝛽 = kd 

(for 𝜃0 = 180
◦
). 

If the element separation is d = λ∕2, end-fire radiation exists simultaneously in 

both directions (𝜃0 = 0
◦
 and 𝜃0 = 180

◦
). If the element spacing is a multiple of a 

wavelength (d = nλ, n = 1, 2, 3,…), then in addition to having end-fire radiation 

in both directions, there also exist maxima in the broadside directions. Thus for 

d = nλ, n = 1, 2, 3,… there exist four maxima; two in the broadside directions 

and two along the axis of the array. To have only one end-fire maximum and to 

avoid any grating lobes, the maximum spacing between the elements should be 

less than dmax < λ∕2. 

     The three-dimensional radiation patterns of a 10-element (N = 10) array with 

d = λ∕4, 𝛽 = +kd are plotted in Figure 6.8. When 𝛽 = −kd, the maximum is 

directed along 𝜃0 = 0
◦
 and the 3-D pattern is shown in Fig. 6.8(a). However, 

when 𝛽 = +kd, the maximum is oriented toward 𝜃0 = 180
◦
, and the 3D pattern is 

shown in Fig. 6.8(b). The 2D patterns of Figs. 6.8(a,b) are shown in Figure 6.9. 

To form a comparison, the array factor of the same array (N = 10) but with d = λ 

and 𝛽 = −kd has been calculated. Its pattern is identical to that of a broadside 

array with N = 10, d = λ, and it is shown plotted in Fig. 6.7. It is seen that there 

are four maxima; two broadside and two along the axis of the array. 

    The expressions for the nulls, maxima, half-power points, minor lobe 

maxima, and beamwidths, as applied to ordinary end-fire arrays, are listed in 

Tables 6.3 and 6.4. 

 



Fig. 6.8    3D amplitude patterns for end-fire arrays toward 𝜃0 = 0
◦
 and 180

◦
 (N=10, d=λ∕4). 

 

 
 

                                                                    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
6.3.3 Phased (Scanning) Array 

   In the previous two sections it was shown how to direct the major radiation 

from an array, by controlling the phase excitation between the elements, in 

directions normal (broadside) and along the axis (end fire) of the array. It is then 

 

TABLE 6.3 Nulls, Maxima, 

Half-Power Points, and Minor 

Lobe Maxima for Uniform 

Amplitude Ordinary End-Fire 

Arrays 



logical to assume that the maximum radiation can be oriented in any direction to 

form a scanning array. The procedure is similar to that of the previous two 

sections. 

      Let us assume that the maximum radiation of the array is required to be 

oriented at an angle 𝜃0(0◦ ≤ 𝜃0 ≤ 180◦). To accomplish this, the phase 

excitation 𝛽 between the elements must be adjusted so that 

 
   Thus by controlling the progressive phase difference between the elements, 

the maximum radiation can be squinted in any desired direction to form a 

scanning array. This is the basic principle of electronic scanning phased array 

operation. Since in phased array technology the scanning must be continuous, 

the system should be capable of continuously varying the progressive phase 

between the elements. In practice, this is accomplished electronically by the use 

of ferrite or diode phase shifters. For ferrite phase shifters, the phase shift is 

controlled by the magnetic field within the ferrite, which in turn is controlled by 

the amount of current flowing through a coil around the phase shifter. 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 6.10 shows  an incremental 

switched-line PIN-diode phase shifter 

. This design is simple, 

straightforward, lightweight, and high 

speed. The lines of lengths l1 and l2 

are switched on and off by controlling 

the bias of the PIN diodes, using two 

single-pole double-throw switches. 

The differential phase shift, provided 

by switching on and off the two 

paths, is given by 

 



6.4 N-ELEMENT LINEAR ARRAY: DIRECTIVITY 

    Here we investigate the directivity of the broadside and end-fire arrays. The 

directivity represents a figure of merit on the operation of the system. 
6.4.1 Broadside Array 
     As a result of the criteria for broadside radiation given by (6-18a), the 
array factor for this form of the array reduces to 

 

which for a small spacing between the elements (d ≪ λ) can be 

approximated by  

 

The radiation intensity can be written as: 

  

    The directivity can be obtained using (6-32)                                   
where Umax of (6-39) is equal to unity (Umax = 1) and it occurs at 𝜃 = 90◦. 
The average value Uo of the intensity reduces to  

 
By making a change of variable, that is 
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For a large array (Nkd ∕ 2 → large), then (6-41) can be approximated by 
extending the limits to infinity. That is, 

 

Using    
where L is the overall length of the array, (6-42) can be expressed as 

 
 

6.4.2 Ordinary End-Fire Array 
     For an end-fire array, with the maximum radiation in the 𝜃o = 0◦ 
direction, the array factor is given by 

 



which, for a small spacing between the elements (d ≪ λ), can be 
approximated by 

 
The corresponding radiation intensity can be written as 

 
whose maximum value is unity (Umax = 1) and it occurs at 𝜃 = 0◦. The 
average value of the radiation intensity is given by 

 
By letting 

 
(6-47) can be written as 

 

 
 



 
It should be noted that the directivity of the end-fire array, as given 
by (6-49)–(6-49b), is twice that for the broadside array as given by (6-
42) – (6-44a). 

 
 
 

 

  
           Broadside array                                         End-fire array 
 
 
 
 



6.5 DESIGN PROCEDURE 
    In the design of any antenna system, the most important design 
parameters are usually the number of elements N, spacing between 
the elements d, excitation (amplitude and phase), half-power 
beamwidth HPBW, directivity Do, and side lobe level. In a design 
procedure some of these parameters are specified and the others are 
then determined. 
    The parameters that are specified and those that are determined vary 
among designs. For a uniform array, the side lobe is always 
approximately −13.5 dB.  The order in which the other parameters are 
specified and determined varies among designs. For each of the uniform 
linear arrays that have been discussed, equations and some graphs 
have been presented which can be used to determine the half-power 
beamwidth and directivity, once the number of elements and spacing (or 
the total length of the array) are specified. In fact, some of the equations 
have been boxed or listed in tables. This may be considered more of an 
analysis procedure. The other approach is to specify the half-power 
beamwidth or directivity and to determine most of the other parameters. 
This can be viewed more as a design approach, and can be 
accomplished to a large extent with equations or graphs that have been 
presented. More exact values can be obtained, if necessary, using 
iterative or numerical methods. 

 
` 



 

 
6.6 N-ELEMENT LINEAR ARRAY: THREE-DIMENSIONAL 
CHARACTERISTICS 
    Up to now, the 2-D array factor of an N-element linear array has been 
investigated. Although in practice only 2-D patterns can be measured, a 
collection of them can be used to reconstruct the 3-D characteristics of 
an array. It would then be instructive to examine the 3-D patterns of an 
array of elements. Emphasis will be placed on the array factor. 
6.6.1 N-Elements Along Z-Axis 
   A linear array of N isotropic elements are positioned along the z-axis 
and are separated by a distance d, as shown in Fig. 6.5(a). The 
amplitude excitation of each element is an and there exists a 



progressive phase excitation 𝛽 between the elements. For far-field 
observations, the array factor can be written according to (6-6) as 

 
where the an’s are the amplitude excitation coefficients and  𝛾  is the 
angle between the axis of the array (z-axis) and the radial vector 
from the origin to the observation point. 

     In general, the angle 𝛾  can be obtained from the dot product of a unit 
vector along the axis of the array with a unit vector directed toward the 
observation point. For the geometry of Figure 6.5(a) 

 
Thus (6-52) along with (6-53) is identical to (6-6), because the system of 
Fig. 6.5(a) possesses a symmetry around the z-axis (no 𝜙 variations). 
This is not the case when the elements are placed along any of the other 
axes, as will be shown next. 
6.6.2 N-Elements Along X- or Y-Axis 
   Let us consider an array of N isotropic elements along the x-axis, as 
shown in Fig. 6.16. The far-zone array factor for this array is identical in 
form to that of Fig. 6.5(a) except for the phase factor 𝜓. For this 
geometry  

 
The array factor of this array is also given by (6-52) but with 𝛾  defined 
by (6-54a). For this system, the array factor is a function of both angles 
(𝜃 and 𝜙). 

  



In a similar manner, the array factor for N isotropic elements placed 
along the y-axis is that of (6-52) but with 𝛾 defined by 

 
Physically placing the elements along the z-, x-, or y-axis does not 
change the characteristics of the array. Numerically they yield identical 
patterns even though their mathematical forms are different. 

 
 



 

 
    To illustrate the techniques, the three-dimensional patterns of the two-
element array of Example 6.7 have been sketched in Figs. 6.17(a) and 
(b). For both, the element separation is λ∕2(d = λ∕2). For the pattern of 
Fig. 6.17(a), the phase excitation between the elements is identical (𝛽 = 
0). In addition to the nulls in the 𝜃 = 0◦ direction, provided by the 
individual elements of the array, there are additional nulls along the x-
axis (𝜃 = 𝜋∕2, 𝜙 = 0 and 𝜙 = 𝜋 ) provided by the formation of the array. 
The 180◦ phase difference required to form the nulls along the x-axis is a 
result of the separation of the elements [kd = (2𝜋∕λ)(λ∕2) = 𝜋]. 
    To form a comparison, the three-dimensional pattern of the same 
array but with a 180◦ phase excitation (𝛽 = 180◦) between the elements is 
sketched in Fig. 6.17(b). The overall pattern of this array is quite different 
from that shown in Fig. 6.17(a). In addition to the nulls along the z-axis 
(𝜃 = 0) provided by the individual elements, there are nulls along the y-
axis formed by the 180◦ excitation phase difference. 
 



6.8 N-ELEMENT LINEAR ARRAY:   
         UNIFORM SPACING,   NONUNIFORM AMPLITUDE 
   The theory to analyze linear arrays with uniform spacing, uniform amplitude, and a 
progressive phase between the elements was introduced in the previous lectures. In 
this lecture, broadside arrays with uniform spacing but nonuniform amplitude 
distribution are considered. The binomial and Dolph-Tschebyscheff broadside arrays 
(also spelled Tchebyscheff or Chebyshev) will be analyzed. 
       Of the three distributions (uniform, binomial, and Tschebyscheff), a uniform 
amplitude array yields the smallest half-power beamwidth. It is followed, in order, by 
the Dolph-Tschebyscheff and binomial arrays. In contrast, binomial arrays usually 
possess the smallest side lobes followed, in order, by the Dolph-Tschebyscheff and 
uniform arrays. As a matter of fact, binomial arrays with element spacing equal or 
less than λ∕2 have no side lobes. It is apparent that the designer must compromise 
between side lobe level and beamwidth. 
     A criterion that can be used to judge the relative beamwidth and side lobe level of 
one design to another is the amplitude distribution (tapering) along the source. It has 
been shown analytically that for a given side lobe level the Dolph-Tschebyscheff 
array produces the smallest beamwidth between the first nulls. Conversely, for a 
given beamwidth between the first nulls, the Dolph-Tschebyscheff design leads to 
the smallest possible side lobe level. 
       Uniform arrays usually possess the largest directivity. However, superdirective 
(or super gain as most people refer to them) antennas possess directivities higher 
than those of a uniform array. Before introducing design methods for specific 
nonuniform amplitude distributions, let us first derive the array factor. 

6.8.1 Array Factor 
   An array of an even number of isotropic elements 2M (where M is an integer) is 
positioned symmetrically along the z-axis, as shown in Fig. 6.19(a). The separation 
between the elements is d, and M elements are placed on each side of the origin. 
Assuming that the amplitude excitation is symmetrical about the origin, the array 
factor for a nonuniform amplitude broadside array can be written as 

 Which is in normalized form reduces to 

 
where an’s are the excitation coefficients of the array elements. 
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      If the total number of isotropic elements of the array is odd 2M + 1 (where M is 
an integer), as shown in Fig. 6.19(b), the array factor can be written as 

 
Which is in normalized form reduces to 

 
The amplitude excitation of the center element is 2a1. 
Equations (6-59a) and (6-60a) can be written in normalized form as 



 
The next step will be to determine the values of the excitation coefficients (an’s). 

6.8.2 Binomial Array 
 The array factor for the binomial array is represented by (6-61a)–(6-61c) 
where the an’s are the excitation coefficients which will now be derived. 
A. Excitation Coefficients 
     To determine the excitation coefficients of a binomial array, J. S. 
Stone suggested that the function (1 + x)m−1 be written in a series, using 
the binomial expansion, as 

 

 
The above represents Pascal’s triangle. If the values of m are used to 

represent the number of elements of the array, then the coefficients of 
the expansion represent the relative amplitudes of the elements. Since 
the coefficients are determined from a binomial series expansion, the 
array is known as a binomial array.  Referring to (6-61a), (6-61b), and (6-
63), the amplitude coefficients for the following arrays are: 

  
 

The coefficients for other arrays can be determined in a similar manner. 
 



B. Design Procedure 

    For the binomial method, as for any other nonuniform array method, one of 

the requirements is the amplitude excitation coefficients for a given number of 

elements. This can be accomplished using either (6-62) or the Pascal triangle of 

(6-63) or extensions of it. Other figures of merit are the directivity, half-power 

beamwidth and side lobe level. It already has been stated that binomial arrays 

do not exhibit any minor lobes provided the spacing between the elements is 

equal or less than one-half of a wavelength. Unfortunately, closed-form 

expressions for the directivity and half-power beamwidth for binomial arrays of 

any spacing between the elements are not available. However, because the 

design using a λ∕2 spacing leads to a pattern with no minor lobes, approximate 

closed-form expressions for the half-power beamwidth and maximum 

directivity for the d = λ∕2 spacing only have been derived in terms of the 

numbers of elements or the length of the array, and they are given, respectively, 

by 

 
 

 
These expressions can be used effectively to design binomial arrays with a 

desired half-power beamwidth or directivity. The value of the directivity as 

obtained using (6-65) to (6-65b) can be compared with the value using the array 

factor and the computer program Directivity of Chapter 2. 

     To illustrate the method, the patterns of a 10-element binomial array (2M = 

10) with spacings between the elements of λ∕4, λ∕2, 3λ∕4, and λ, respectively, 

have been plotted in Fig. 6.20. The patterns are plotted using (6-61a) and (6-

61c) with the coefficients of a1 = 126, a2 = 84, a3 = 36, a4 = 9, and a5 = 1. It is 

observed that there are no minor lobes for the arrays with spacings of λ∕4 and λ∕2 

between the elements. While binomial arrays have very low level minor lobes, 

they exhibit larger beamwidths (compared to uniform and Dolph-Tschebyscheff 

designs). A major practical disadvantage of binomial arrays is the wide 

variations between the amplitudes of the different elements of an array, 

especially for an array with a large number of elements. This leads to very low 

efficiencies for the feed network, and it makes the method not very desirable in 

practice. For example, the relative amplitude coefficient of the end elements of 

a 10-element array is 1 while that of the center element is 126. Practically, it 



would be difficult to obtain and maintain such large amplitude variations among 

the elements. They would also lead to very inefficient antenna systems. Because 

the magnitude distribution is monotonically decreasing from the center toward 

the edges and the magnitude of the extreme elements is negligible compared to 

those toward the center, a very low side lobe level is expected. 

    Table 6.7 lists the maximum element spacing dmax for the various 
linear and planar arrays, including binomial arrays, in order to maintain 
either one or two amplitude maxima. 

 



 

 



6.10 PLANAR ARRAY 

   In addition to placing elements along a line (to form a linear array), individual 

radiators can be positioned along a rectangular grid to form a rectangular or 

planar array. Planar arrays provide additional variables which can be used to 

control and shape the pattern of the array. Planar arrays are more versatile and 

can provide more symmetrical patterns with lower side lobes. In addition, they 

can be used to scan the main beam of the antenna toward any point in space. 

Applications include tracking radar, search radar, remote sensing, 

communications, and many others. 

6.10.1 Array Factor 

To derive the array factor for a planar array, let us refer to Figure 6.30. If M 

elements are initially placed along the x-axis, as shown in Figure 6.30(a), the 

array factor of it can be written according to (6-52) and (6-54) as 

 
where Im1 is the excitation coefficient of each element. The spacing and 

progressive phase shift between the elements along the x-axis are represented, 

respectively, by dx and 𝛽x. If N such arrays are placed next to each other in the 

y-direction, a distance dy apart and with a progressive phase 𝛽y, a rectangular 

array will be formed as shown in Fig. 6.30(b). The array factor for the entire 

planar array can be written as 

 

 



 
Equation (6-88) indicates that the pattern of a rectangular array is the product of 

the array factors of the arrays in the x- and y-directions. 

     If the amplitude excitation coefficients of the elements of the array in the y-

direction are proportional to those along the x, the amplitude of the (m, n)th 

element can be written as 

Imn = Im1I1n                               (6-89) 

If in addition the amplitude excitation of the entire array is uniform (Imn = I0), 

(6-87a) can be expressed as 

According to (6-6), (6-10), and (6-10c), the normalized form of (6-90) can also 

be written as  

 

 



PROBLEMS ABOUT ARRAY ANTENNAS 

6.1. Three isotropic sources, with spacing d between them, are placed along the 

z-axis. The excitation coefficient of each outside element is unity while that of 

the center element is 2. For a spacing of d = λ∕4 between the elements, find the 

(a) array factor 

(b) angles (in degrees) where the nulls of the pattern occur (0◦ ≤ 𝜃 ≤ 180◦) 

(c) angles (in degrees) where the maxima of the pattern occur (0◦ ≤ 𝜃 ≤ 180◦) 

(d) directivity using the computer program Directivity of Chapter 2. 

 

 

 



 

 
-------------------------------------  

 

 

 

 

 

 

 

 

6.3. A three-element array of isotropic sources has 

the phase and magnitude relationships shown. The 

spacing between the elements is d = λ∕2. 

(a) Find the array factor. 

 (b) Find all the nulls. 

 

 



 

 

 

 

 

 

 

 

 

 
--------------------------------------  

 

 

 

 

 

 

 

 

 

6.5. Four isotropic sources are placed along the 

z-axis as shown. Assuming that the amplitudes 

of elements #1 and #2 are +1 and the 

amplitudes of elements #3 and #4 are −1 (or 

180 degrees out of phase with #1 and #2), find 

(a) the array factor in simplified form 

 (b) all the nulls when d = λ∕2 

 

6.7. Three isotropic elements of equal 

excitation phase are placed along the y-

axis, as shown in the figure. If the 

relative amplitude of #1 is +2 and of #2 

and #3 is +1, find a simplified expression 

for the three-dimensional unnormalized 

array factor. 
 

 



6.2  Two very short dipoles (“infinitesimal”) of equal length are equidistant 

from the origin with their centers lying on the y-axis, and oriented parallel to the 

z-axis. They are excited with currents of equal amplitude. The current in dipole 

1 (at y = −d∕2) leads the current in dipole 2 (at y = +d∕2) by 90
◦
 in phase. The 

spacing between dipoles is one quarter wavelength. To simplify the notation, let 

E0 equal the maximum magnitude of the far field at distance r due to either 

source alone. 

(a) Derive expressions for the following six principal-plane patterns: 

1. |E𝜃(𝜃)| for 𝜙 = 0
◦
     ,                           2. |E𝜃(𝜃)| for 𝜙 = 90

◦
 

3. |E𝜃(𝜙)| for 𝜃 = 90
◦
    ,                          4. |E𝜙(𝜃)| for 𝜙 = 0

◦
 

5. |E𝜙(𝜃)| for 𝜙 = 90
◦
 ,                             6. |E𝜙(𝜙)| for 𝜃 = 90

◦
 

(b) Sketch the six field patterns. 

 

                                                                 

 

 

 

 

 

 

 

 

 

 

 
 



 
 
 
 
 
 
 
 
 



6.13. Design an ordinary end-fire uniform linear array with only one maximum 

so that its directivity is 20 dB (above isotropic). The spacing between the 

elements is λ∕4, and its length is much greater than the spacing. Determine the 

(a) number of elements, 

(b) overall length of the array (in wavelengths), 

(c) approximate half-power beamwidth (in degrees), 

(d) amplitude level (compared to the maximum of the major lobe) of the first   

      minor lobe (in dB), 

(e) progressive phase shift between the elements (in degrees). 

 
-------------------------  

6.20. Show that inorder for a uniform array of N elements not to have any 

minor lobes, the spacing and the progressive phase shift between the elements 

must be 

(a) d = λ/N, β = 0 for a broadside array. 

(b) d = λ/(2N), β = ±kd for an ordinary end-fire array. 

 



 
 

6.6. A uniform linear broadside array of 4 elements are placed along the z-axis 

each a distance d apart. 

(a) Write the normalized array factor in simplified form. 

(b) For a separation of d = 3λ∕8 between the elements, determine the: 

1. Approximate half-power beamwidth (in degrees). 

2. Approximate directivity (dimensionless and in dB). 

                          ---------------------------------------------  

 

6.8. Design a uniform broadside linear array of N elements placed along the z-

axis with a uniform spacing d = λ∕10 between the elements. Determine the 

closest integer number of elements so that in the elevation plane the 

(a) Half-power beamwidth of the array factor is approximately 60
◦
. 

(b) First-null beamwidth of the array factor is 60
◦
. 

-------------------------------------------------------  

6.9. A uniform array of 3 elements is designed so that its maximum is directed 

toward broadside. The spacing between the elements is λ∕2. For the array factor 

of the antenna, determine 

(a) all the angles (in degrees) where the nulls will occur. 

(b) all the angles (in degrees) where all the maxima will occur. 

(c) the half-power beamwidth (in degrees). 

(d) directivity (dimensionless and in dB). 

(e) the relative value (in dB) of the magnitude of the array factor toward end-

fire (𝜃0 = 0◦) compared to that toward broadside (𝜃0 = 90
◦
). 

---------------------------------- 

6.12. Design a four-element ordinary end-fire array with the elements placed 

along the z-axis a distance d apart. For a spacing of d = λ∕2 between the 

elements find the 

(a) progressive phase excitation between the elements to accomplish this 

(b) angles (in degrees) where the nulls of the array factor occur 

(c) angles (in degrees) where the maximum of the array factor occur 

(d) beamwidth (in degrees) between the first nulls of the array factor.  



6.8.3 Dolph-Tschebyscheff Array: Broadside  
   Another array, with many practical applications, is the Dolph-Tschebyscheff array. 
The design was originally introduced by Dolph and investigated afterward by others. 
It is primarily a compromise between uniform and binomial arrays. Its excitation 
coefficients are related to Tschebyscheff polynomials. A Dolph-Tschebyscheff array 
with no side lobes (or side lobes of −∞ dB) reduces to the binomial design. The 
excitation coefficients for this case, as obtained by both methods, would be identical. 

A. Array Factor 
   Referring to (6-61a) and (6-61b), the array factor of an array of even or 
odd number of elements with symmetric amplitude excitation is nothing 
more than a summation of M or M + 1 cosine terms. The largest 
harmonic of the cosine terms is one less than the total number of 
elements of the array. Each cosine term, whose argument is an integer 
times a fundamental frequency, can be rewritten as a series of cosine 
functions with the fundamental frequency as the argument. That is, 
m = 0    cos(mu) = 1 
m = 1    cos(mu) = cos u 
m = 2    cos(mu) = cos(2u) = 2 cos2(u) − 1 
m = 3    cos(mu) = cos(3u) = 4 cos3(u) − 3 cos(u) 
m = 4    cos(mu) = cos(4u) = 8 cos4(u) − 8 cos2(u) + 1 
m = 5    cos(mu) = cos(5u) = 16 cos5(u) − 20 cos3(u) + 5 cos(u) 
m = 6   cos(mu) = cos(6u) = 32 cos6(u) − 48 cos4(u) + 18 cos2(u)− 1 
                                                                                          (6-66) 
The above are obtained by the use of Euler’s formula 

 

and the trigonometric identity   sin2u = 1 − cos2u. 
If we let  

 

 
(6-66) can be written as 
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and each is related to a Tschebyscheff (Chebyshev) polynomial Tm(z). 
These relations between the cosine functions and the Tschebyscheff 
polynomials are valid only in the −1 ≤ z ≤ +1 range. 
Because |cos(mu)|≤ 1, each Tschebyscheff polynomial is |Tm(z)|≤ 1 for 
−1 ≤ z ≤ +1. For |z|> 1, the Tschebyscheff polynomials are related to the 
hyperbolic cosine functions. 
     The recursion formula for Tschebyscheff polynomials is 

 
It can be used to find one Tschebyscheff polynomial if the polynomials of 
the previous two orders are known. Each polynomial can also be 
computed using 

 

 
 



 
In Fig. 6.21 the first six Tschebyscheff polynomials have been plotted. 
The following properties of the polynomials are of interest: 
1. All polynomials, of any order, pass through the point (1, 1). 
2. Within the range −1≤ z ≤1, the polynomials have values within −1 to   
     +1. 
3. All roots occur within −1 ≤ z ≤ 1, and all maxima and minima have 
values of +1 and −1, respectively. 
     Since the array factor of an even or odd number of elements is a 
summation of cosine terms whose form is the same as the 
Tschebyscheff polynomials, the unknown coefficients of the array factor 
can be determined by equating the series representing the cosine terms 
of the array factor to the appropriate Tschebyscheff polynomial. The 
order of the polynomial should be one less than the total number of 
elements of the array. 
     
B. Array Design 
    It is assumed that the number of elements, spacing between them, 
and ratio of major-to-minor lobe intensity (R0) are known. The 
requirements will be to determine the excitation coefficients and the 
array factor. 
Statement. Design a broadside Dolph-Tschebyscheff array of 2M or 2M+ 1 

elements with spacing d between the elements. The side lobes are R0 dB below 

the maximum of the major lobe. Find the excitation coefficients and form the 

array factor. 

Procedure 
a. Select the appropriate array factor as given by (6-61a) or (6-61b)   
    (even or odd). 

b. Expand the array factor. Replace each cos(mu) function (m =0,1, 2, ...   
     by its appropriate series expansion found in (6-66). 
c. Determine the point z = z0 such that Tm(z0) = R0 (voltage ratio). The 
order m of the Tschebyscheff polynomial is always one less than the 
total number of elements. The design procedure requires that the 
Tschebyscheff polynomial in the −1 ≤ z ≤ z1, where z1 is the null nearest 
to z = +1, be used to represent the minor lobes of the array. The major 
lobe of the pattern is formed from the remaining part of the polynomial 
up to point z0(z1 < z ≤ z0). 
d. Substitute 

 
in the array factor of step b. The cos(u) is replaced by z∕z0, and not by z, 
so that (6-72) would be valid for |z|≤ |z0|. At |z|= |z0|, (6-72) attains its 
maximum value of unity. 



e. Equate the array factor from step b, after substitution of (6-72), to a 
Tm(z) from (6-69). The Tm(z) chosen should be of order m where m is an 
integer equal to one less than the total number of elements of the 
designed array. This will allow the determination of the excitation 
coefficients an’s. 
f. Write the array factor of (6-61a) or (6-61b) using the coefficients found 
in step e.  

 

 

 

 

 

 
Or 

 
Another equation which can, in general, be used to find z0 and does not require 
hyperbolic functions is  

 

 
in the array factor found in step 2. 



 
 
 



 
      The array factor patterns of Example 6.9 for d = λ∕4 and λ∕2 are shown 

plotted in Fig. 6.23. Since the spacing is less than λ(d < λ), maxima exist only at 

broadside (𝜃0 = 90
◦
). However when the spacing is equal to λ(d = λ), two more 

maxima appear (one toward 𝜃0 = 0
◦
 and the other toward 𝜃0

 = 180
◦
). For d = λ 

the array has four maxima, and it acts as an end-fire as well as a broadside 

array.  



Table 6.7 lists the maximum element spacing dmax for the various arrays, including 
Dolph-Tschebyscheff arrays, in order to maintain one or two amplitude maxima. 
---------------------------------------------  

 

 

 

 



Design a four-element, −40 dB side lobe level Dolph-Tschebyscheff array of 
isotropic elements placed symmetrically about the z-axis. Find the 
(a) amplitude excitation coefficients (b) array factor 
(c) angles where the nulls occur for d = 3λ∕4. 
Solution: 
Number of elements= 2M = 4, then degree of polynomial = 2M-1= 3. 

 
       = a1 cos(u) + a2 cos(3u)  = a1 cos(u) +a2 (4 cos3(u) -3 cos(u)) 
       =  (a1 - 3a2) cos(u) + 4a2 cos3(u)  

Since  

 
 
 



Design a broadside uniform array, with its elements placed along the z 
axis, in order the directivity of the array factor is 33 dB (above isotropic). 
Assuming the spacing between the elements is λ/16, and it is very small 
compared to the overall length of the array, determine the: 
(a) Closest number of integer elements to achieve this. 
(b) Overall length of the array (in wavelengths). 
(c) Half-power beamwidth (indegrees). 
(d) Amplitude level (in dB) of the maximum of the first minor lobe 
compared to the maximum of the major lobe. 

 
Design a nonuniform amplitude broadside linear array of 5 elements. The total 

length of the array is 2λ. To meet the sidelobe and half-power beamwidth 

specifications, the amplitude excitations of the elements must be that of a cosine 

on-a-pedestal distribution represented by  

   Amplitude distribution  = 1 + cos(πxn/L) 

where xn is the position of the nth element (in terms of L) measured from the 

center of the array. Determine the amplitude excitation coefficients an’s of the 

five elements. Assume uniform spacing between the elements and the end 

elements are located at the edges of the array length. 

 
a1 =1,  a2=1.707,  a3=1,  : element excitations::  1 /  1.707 / 2  / 1.707   / 1  



Lecture Notes-15    BROAD BAND ANTENNAS  

    One of the main objectives in the design of an antenna is to increase its 

bandwidth. Typically, the response of an antenna, versus frequency, can be 

classified qualitatively into three categories: narrowband, intermediate band, and 

wide band. In Fig. 9.1, we exhibit four different dipole configurations, starting with the 

classic dipole in Fig. 9.1(a) and ending with the hemispherical dipole of Fig. 9.1(d). 

These dipoles can be qualitatively categorized into three groups; narrowband, 

intermediate band, and wide band. The same can be concluded for the geometries 

of the four monopole geometries of Fig. 9.2. Although in Fig. 9.1 and 9.2, the last two 

configurations (d in each) exhibit the most broadband characteristics, usually these 

geometries are not as convenient and economical for practical implementation. 

However, any derivatives of these geometries, especially two-dimensional types, are 

configurations that may be used to broadband the frequency characteristics.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

9.2 BICONICAL ANTENNA 
The biconical antenna formed by placing 

two cones of infinite extent together, as 

shown in Fig. 9.3(a) is a simple design 

that can be used to achieve broadband 

characteristics. This can be thought to 

represent a uniformly tapered 

transmission line.  

 

 
If the cone is truncated, the results differs 

slightly 
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Geometrical approximations of the solid or shell conical unipole or 

biconical antenna are the triangular sheet and bow-tie antennas shown 

in Figs. 9.6(a, b), respectively, each fabricated from sheet metal. Each of 

these antennas can also be simulated by a wire along the periphery of 

its surface, which reduces significantly the weight and wind resistance of 

the structure. A biconical antenna of low-mass structures, multielement 

intersecting wire bow-ties were employed, see Fig. 9.6(c).  

   9.7 DISCONE AND CONICAL SKIRT MONOPOLE 

 
   There are many variations to the basic geometrical configurations of 

cones and dipoles, to obtain broadband characteristics. Two other 

common radiators are the conical skirt monopole and the discone 

antenna shown in Figs. 9.24(a) and (b), respectively. For each antenna, 

the overall pattern is essentially the same as that of a linear dipole of 

length l < λ (i.e., a solid of revolution formed by the rotation of a figure-



eight) whereas in the horizontal (azimuthal) plane it is nearly 

omnidirectional. The polarization of each is vertical. Each antenna 

because of its simple mechanical design, ease of installation, and 

attractive broadband characteristics has wide applications in the VHF 

(30–300 MHz) and UHF (300 MHz–3 GHz) spectrum for broadcast, 

television, and communication applications. 

    The discone antenna is formed by a disk and a cone. The disk is 

attached to the center conductor of the coaxial feed line, and it is 

perpendicular to its axis. The cone is connected at its apex to the outer 

shield of the coaxial line. In general, the impedance and pattern 

variations of a discone as a function of frequency are much less severe 

than those of a dipole of fixed length l. The frequency response is similar 

to a high-pass filter. Below an effective cutoff frequency it becomes 

inefficient, and it produces severe standing waves in the feed line. At 

cutoff, the slant height of the cone is approximately λ∕4. 

9.8 MATCHING TECHNIQUES 
    The operation of an antenna system over a frequency range is not 

completely dependent upon the frequency response of the antenna 

element itself but rather on the frequency characteristics of the 

transmission line–antenna element combination. The characteristic 

impedance of the transmission line is usually real whereas that of the 

antenna element is complex. Also the variation of each as a function of 

frequency is not the same. Thus efficient coupling-matching networks 

must be designed which attempt to couple-match the characteristics of 

the two devices over the desired frequency range. 

 

 
 

 



 

Frequency Independent Antennas  

 

 

 
 

 

    

     

To make infinite structures more practical, the designs usually require that the 

current on the structure decrease with distance away from the input terminals. After 

a certain point the current is negligible, and the structure beyond that point to infinity 

can be truncated and removed. The lower cutoff frequency is that for which the 

current at the point of truncation becomes negligible. The upper cutoff is limited to 

Antenna characteristics such as 
impedance, pattern, polarization, and so 
forth, are invariant to a change of the 
physical size if a similar change is also 
made in the operating frequency or λ. For 
example, if all  the physical dimensions are 
reduced  by a factor of two, the 
performance of the antenna will remain 
unchanged if the operating frequency is 
increased by a factor of two. In other 
words, the performance is invariant if the 
electrical dimensions (size/λ) remain 
unchanged. If the shape of the antenna 
were completely specified by angles, its 
performance would have to be 
independent of frequency. The infinite 
biconical dipole is one such structure. 



frequencies for which the dimensions of the feed transmission line cease to look like 

a “point” (usually about λ2∕8 where λ2 is the wavelength at the highest desirable 

frequency). Practical bandwidths are on the order of about 40:1. Even higher ratios 

(i.e.,1,000:1) can be achieved in antenna design but they are not necessary, since 

they would far exceed the bandwidths of receivers and transmitters.  

 

 

 

Planar Spiral 

Has the form of wire or 

strip in the shape of two 

spirals as shown in Fig. 

11.1. 

Log-Periodic antennas 

All the dimensions of the 

log-periodic array 

increase logarithmically as 

defined by the inverse of 

the geometric ratio 𝜏 

 

 



Discone Antennas; Continuous surface (left), rods (right). 
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12.5 RECTANGULAR APERTURES 
    In practice, the rectangular aperture is probably the most common microwave 

antenna. Because of its configuration, the rectangular coordinate system is the 

most convenient system to express the fields at the aperture and to perform the 

integration. Shown in Fig. 12.6 are the three most common and convenient 

coordinate positions used for the solution of an aperture antenna. In Fig. 12.6(a) 

the aperture lies on the y-z plane, in Fig. 12.6(b) on the x-z plane, and in Fig. 

12.6(c) on the x-y plane. For a given field distribution, the analytical forms for 

the fields for each of the arrangements are not the same. However the computed 

values will be the same, since the physical problem is identical in all cases.  

 
The differential paths take the form of 
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Aperture antennas are most common at 

microwave frequencies. The various 

geometrical configurations of an aperture 

antenna with some of the most popular ones 

are shown in Fig.1.4. They may take the form 

of a waveguide or a horn whose aperture may 

be square, rectangular, circular, elliptical, or 

any other configuration. Aperture antennas 

are very practical for space applications, 

because they can be flush mounted on the 

surface of the spacecraft or aircraft. Their 

opening can be covered with a dielectric 

material to protect them from environmental 

conditions. This type of mounting does not 

disturb the aerodynamic profile of the craft, 

which in high-speed applications is critical.  
 

 



 
 
and the differential areas are represented by 

 
 



 
12.5.1 Uniform Distribution on an Infinite Ground Plane 
   A rectangular aperture mounted on an infinite ground plane is shown 
in Fig. 12.7. To reduce the mathematical complexities, initially the field 
over the opening is assumed to be constant and given by 

 
where Eo is a constant. The task is to find the fields radiated by it, the 
pattern beamwidths, the side lobe levels of the pattern, and the 
directivity.  
B. Radiation Fields: Element and Space Factors 
   The far-zone fields radiated by the aperture of Fig. 12.7 can be found 
by following the derivations in the text book ANTENNA THEORY, ANALYSIS & DESIGN 4th 

Ed. 2016 / Constantine A. Balanis 

For the problem in Fig. 12.7, the E-plane pattern is on the y-z plane (𝜙 = 
𝜋∕2) and the H-plane is on the x-z plane (𝜙 = 0). Thus 
E−Plane (𝝓 = 𝝅 ∕2) 

 
H−Plane (𝝓 =0 

 



To demonstrate the techniques, three-dimensional patterns have been 
plotted in Figs. 12.8 and 12.9. The dimensions of the aperture are 
indicated in each figure. Multiple lobes appear, because the dimensions 
of the aperture are greater than one wavelength. The number of lobes 
increases as the dimensions increase. For the aperture whose 
dimensions are a = 3λ and b = 2λ (Fig. 12.8), there are a total of five 
lobes in the principal H-plane and three lobes in the principal E-plane. 
The pattern in the H-plane is only a function of the dimension a whereas 
that in the E-plane is only influenced by b. In the E-plane, the side lobe 
formed on each side of the major lobe is a result of λ < b ≤ 2λ. In the H-
plane, the first minor lobe on each side of the major lobe is formed when 
λ < a ≤ 2λ and the second side lobe when 2λ < a ≤ 3λ. Additional lobes 
are formed when one or both of the aperture dimensions increase. This 
is illustrated in Fig. 12.9 for an aperture with a = b = 3λ. 

 

 



 
  The two-dimensional principal plane patterns for the aperture with a = 
3λ, b = 2λ are shown in Fig.12.10. For this, and for all other size 
apertures mounted on an infinite ground plane, the H-plane patterns 
along the ground plane vanish. This is dictated by the boundary 
conditions. The E-plane patterns, in general, do not have to vanish along 
the ground plane, unless the dimension of the aperture in that plane (in 
this case b) is a multiple of a wavelength. 
C. Beamwidths 
For the E-plane pattern given by (12-24b), the maximum radiation is 
directed along the z-axis (𝜃 = 0). The nulls (zeros) occur when 

 
Or the angles at 

 
If b ≫ n λ, (12-26a) reduces approximately to 

 
The total beamwidth between nulls is given by 

 



or approximately (for large apertures, b ≫ n λ) by 

 

The first-null beamwidth (FNBW) is obtained by letting n = 1. 
     The half-power point occurs when (see Appendix I) 

 
or at an angle of 

 
If b ≫ 0.443λ, (12-28a) reduces approximately to 

 
Thus the total half-power beamwidth (HPBW) is given by 

 
 or approximately (when b ≫ 0.443λ) by 

 
The maximum of the first side lobe occurs when (see Appendix I) 

 
D. Side Lobe Level 
The maximum of (12-24b) at the first side lobe is given by (see Appendix I) 

 
   A similar procedure can be followed to find the nulls, 3-dB points, 

beamwidth between nulls and 3-dB points, angle where the maximum of 

first side lobe occurs, and its magnitude at that point for the H-plane 

pattern of (12-25b). A comparison between the E- and H-plane patterns 

of (12-24b) and (12-25b) shows that they are similar in form except for 

the additional cos𝜃  term that appears in (12-25b). An examination of the 

terms in (12-25b) reveals that the cos𝜃  term is a much slower varying 



function than the sin(ka sin 𝜃 ∕2)∕(ka sin 𝜃 ∕2) term, especially when a is 

large. 

E. Directivity 
   The directivity for the aperture can be found using (12-23a)–(12-23c), 

(12-13)–(12-13a), and (2-19)–(2-22). The analytical details using this 

procedure, especially the integration to compute the radiated power 

(Prad), are more cumbersome. 

     Because the aperture is mounted on an infinite ground plane, an 

alternate and much simpler method can be used to compute the radiated 

power. The average power density is first formed using the fields at the 

aperture, and it is then integrated over the physical bounds of the 

opening. The integration is confined to the physical bounds of the 

opening. Using Fig.12.7 and assuming that the magnetic field at the 

aperture is given by 

 
where 𝜂 is the intrinsic impedance, the radiated power reduces to 

 
The maximum radiation intensity (Umax), using the fields of (12-23a)–(12-23b), occurs 

toward 𝜃 = 0◦ and it is equal to 

 

 
Thus the directivity is equal to 

 
where 

Ap = physical area of the aperture 

Aem = maximum effective area of the aperture 

Using the definition of (2-110), it is shown that the physical and 

maximum effective areas of a constant distribution aperture are equal. 

The beamwidths, side lobe levels, and directivity of this and other 

apertures are summarized in Table 12.1. 



 



 



 
Solution 

 

 

 
     The difference in directivity values using (12-37) and the computer 
program is not attributed to the accuracy of the numerical method. The 
main contributor is the aperture tangential magnetic field of (12-34), 
which was assumed to be related to the aperture tangential electric field 
by the intrinsic impedance. Although this is a good assumption for large 
size apertures, it is not exact. Therefore the directivity value computed 
using the computer program should be considered to be the more 
accurate. 
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12.5.3 TE10-Mode Distribution on an Infinite Ground Plane 

     In practice, a commonly used aperture antenna is that of a rectangular 

waveguide mounted on an infinite ground plane. At the opening, the field is 

usually approximated by the dominant TE10-mode. Thus 

 
A. Equivalent, Radiated Fields, Beamwidths, and Side Lobe Levels 

Because the physical geometry of this antenna is identical to that of Fig.12.7, 

their equivalents and the procedure to analyze each one are identical.  

      The summary of its radiation characteristics is included in Table 12.1. The 

E-plane pattern of this aperture is identical in form (with the exception of a 

normalization factor) to the E-plane of the aperture of Section 12.5.1. This is 

expected, since the TE10-mode field distribution along the E-plane (y-z plane) is 

also a constant. That is not the case for the H-plane or at all other points 

removed from the principal planes. To demonstrate that, a three-dimensional 

pattern for the TE10-mode aperture with a = 3λ, b = 2λ was computed and it is 

shown in Fig. 12.12. This pattern should be compared with that of Fig. 12.8. 

      The expressions for the beamwidths and side lobe level in the E-plane are 

identical to those given by (12-26)–(12-33). However those for the H-plane are 

more complex, and a simple procedure is not available. Computations for the 

HPBW, FNBW, FSLBW, FSLMM in the E- and H-planes were made, and they 

are shown graphically in Fig.12.13 and 12.14.  
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   When the same aperture is not mounted on a ground plane, the far-zone fields 

do not have to be rederived but rather can be written by inspection. This is 

accomplished by introducing appropriately, in each of the field components (E𝜃 

and E𝜙) of the fourth column of Table 12.1, a (1 + cos 𝜃)/2 factor, as is done for 

the fields of the two apertures in the second and third columns. This factor is 

appropriate when the z-axis is perpendicular to the plane of the aperture. Other 

similar factors will have to be used when either the x-axis or y-axis is 

perpendicular to the plane of the aperture. 

 
B. Directivity and Aperture Efficiency 

    The directivity of this aperture is found in the same manner as that of the 

uniform distribution aperture of Section 12.5.1. Using the aperture electric field 

of (12-39), and assuming that the aperture magnetic field is related to the 

electric field by the intrinsic impedance 𝜂, the radiated power can be written as 

 

The maximum radiation intensity occurs at 𝜃 = 0◦, and it is given by 

 

Thus the directivity is equal to 

 



In general, the maximum effective area Aem is related to the physical area Ap by 

 
where 𝜀ap is the aperture efficiency. For this problem 𝜀ap = 8∕𝜋2

 ≃ 0.81. The 

aperture efficiency is a figure of merit which indicates how efficiently the 

physical area of the antenna is utilized. Typically, aperture antennas have 

aperture efficiencies from about 30% to 90%, horns from 35% to 80% 

(optimum gain horns have 𝜀ap ≃ 50%), and circular reflectors from 50% to 80%. 

12.6 CIRCULAR APERTURES 

A widely used microwave antenna is the circular aperture. One of the attractive 

features of this configuration is its simplicity in construction. In addition, closed 

form expressions for the fields of all the modes that can exist over the aperture 

can be obtained. 

     The procedure followed to determine the fields radiated by a circular 

aperture is identical to that of the rectangular, as summarized in Section 12.3. 

The primary differences lie in the formulation of the equivalent current densities 

(Jx, Jy, Jz,Mx,My,Mz), the differential paths from the source to the observation 

point (r′ cos 𝜓), and the differential area (ds′). Before an example is considered, 

these differences will be reformulated for the circular aperture. 

     Because of the circular profile of the aperture, it is often convenient and 

desirable to adopt cylindrical coordinates for the solution of the fields. In most 

cases, therefore, the electric and magnetic field components over the circular 

opening will be known in cylindrical form; that is, E𝜌, E𝜙, Ez, H𝜌, H𝜙, and Hz. 

Thus the components of the equivalent current densities Ms and Js would also 

be conveniently expressed in cylindrical form (M𝜌, M𝜙, Mz, J𝜌, J𝜙, Jz). In 

addition, the required integration over the aperture to find N𝜃, N𝜙, L𝜃, and L𝜙 of 

(12-12a)–(12-12d) should also be done in cylindrical coordinates. It is then 

desirable to reformulate r′ cos 𝜓 and ds′, as given by (12-15a)–(12-16c). 

    The most convenient position for placing the aperture is that shown in 

Fig.12.16 (aperture on x-y plane). The transformation between the rectangular 

and cylindrical components of Js is given by (see Appendix VII) 

 
 

A similar transformation exists for the components of Ms. The rectangular and 

cylindrical coordinates are related by (see Appendix VII) 

 



 
12.6.1 Uniform Distribution on an Infinite Ground Plane 

To demonstrate the methods, the field radiated by a circular aperture mounted 

on an infinite ground plane will be formulated. To simplify the mathematical 

details, the field over the aperture is assumed to be constant and given by 

 
where E0 is a constant. 

The radiated fields are given by 

 
In the principal E- and H-planes, the electric field components simplify to 

E-Plane (𝝓 = 𝝅∕2) 

 



H-Plane (𝝓 = 0) 

 

 
A three-dimensional pattern has been computed for the constant field circular 

aperture of a =1.5λ, and it is shown in Fig. 12.17. The pattern of Fig.12.17 

seems to be symmetrical. However closer observation, especially through the 

two-dimensional E- and H-plane patterns, will reveal that not to be the case. It 

does, however, possess characteristics that are almost symmetrical. 

B. Beamwidth, Side Lobe Level, and Directivity 

   Exact expressions for the beamwidths and side lobe levels cannot be obtained 

easily. However approximate expressions are available, and they are shown 

tabulated in Table 12.2. More exact data can be obtained by numerical methods. 

   HPBW=29.2λ/a         degrees           where a is the radius of the aperture 

Since the field distribution over the aperture is constant, the directivity is given 

by 

 
since the maximum effective area Aem is equal to the physical area Ap of the 

aperture [as shown for the rectangular aperture in (12-37)]. 

A summary of the radiation parameters of this aperture is listed in Table 12.2. 

 



 

12.6.2 TE11-Mode Distribution on an Infinite Ground Plane 

    A very practical antenna is a circular waveguide of radius a mounted on an 

infinite ground plane, as shown in Fig. 12.16. However, the field distribution 

over the aperture is usually that of the dominant TE11-mode for a circular 

waveguide given by 

 

 
A summary of all the radiation characteristics is included in Table 12.2. When 

the same apertures of Table 12.2 are not mounted on a ground plane, the far-

zone fields do not have to be rederived but rather can be written by inspection. 

This is accomplished by introducing appropriately, in each of the field 

components (E𝜃 and E𝜙) of the second and third columns of Table 12.2, a 

(1 + cos 𝜃 )/2 factor, as was done for the fields of the two apertures in the 

second and third columns of Table 12.1. 

   HPBW=29.2λ/a         degrees         in the E-Plane   

   HPBW=37   λ/a         degrees         in the H-Plane   

where a is the radius of the aperture. 

 



 



 

 



12.7 DESIGN CONSIDERATIONS 

As is the case for arrays, aperture antennas can be designed to control their 

radiation characteristics. Typically the level of the minor lobes can be controlled 

by tapering the distribution across the aperture; the smoother the taper from the 

center of the aperture toward the edge, the lower the side lobe level and the 

larger the half-power beamwidth, and conversely. Therefore a very smooth 

taper, such as that represented by a binomial distribution or others, would result 

in very low side lobes but larger half-power beamwidths. In contrast, an abrupt 

distribution, such as that of uniform illumination, exhibits the smaller half-

power beamwidth but the highest side lobe level (about - 13.5 dB). Therefore if 

it is desired to achieve simultaneously both a very low sidelobe level, as well as 

a small half-power beamwidth, a compromise has to be made. Typically an 

intermediate taper, such as that of a Tschebyscheff distribution or any other 

similar one, will have to be selected.  

   -------------------  

12.15. For the rectangular aperture of Section 12.5.1 with a = b = 3λ, 
compute the directivity using (12-37)  

 
--------------------------  

12.28. A uniform plane wave is incident upon an X-band rectangular 
waveguide, with dimensions of 2.286 cm and 1.016 cm, mounted on an 
infinite ground plane. Assuming the waveguide is operating in the 
dominant TE10 mode (aperture efficiency=0.81), determine the maximum 
power that can be delivered to a matched load. The frequency is 10 GHz 
and the power density of the incident plane wave is 10−4 watts/m2. 

 



12.26. Two X-band (8.2–12.4 GHz) rectangular waveguides, each 
operating in the dominant TE10-mode, are used, respectively, as 
transmitting and receiving antennas in a long distance communication 
system. The dimensions of each waveguide are a = 2.286 cm and b = 
1.016 cm and the center frequency of operation is 10 GHz. Assuming 
the waveguides are separated by 10 kilometers and they are positioned 
for maximum radiation and reception toward each other, and the 
radiated power is 1 watt, find the: 
a- Incident power density at the receiving antenna 
b- Maximum power that can be delivered to a matched load 
Assume the antennas are lossless, are polarization matched, and each is mounted on an infinite 
ground plane 

 
 

 
a-The HPBW in the E-plane, 
b- The HPBW in the H-plane. 
 



12.21. For the rectangular aperture of Section 12.5.3(waveguide/mode TE10) 

with a = 3λ, b = 2λ, compute the 

a- E-plane half-power beamwidth,       b- H-plane half-power beamwidth 

c- E-plane first-null beamwidth,          d- H-plane first-null beamwidth 

e- E-plane first side lobe maximum (relative to main maximum) 

f- H-plane first side lobe maximum (relative to main maximum) 

using the formulas of Table 12.1. 
Solution: 

a- HPBW= 50.8λ/b, (E-Plane)            HPBW = 50.8x λ/2λ= 25.4
o
 

b- HPBW= 68.8λ/a, (H-Plane)            HPBW = 68.8x λ/3λ= 22.93
o 

c- NNBW= 114.6λ/b, (E-Plane)          NNBW = 114.6x λ/2λ= 57.3
o 

d- NNBW= 171.9λ/a, (H-Plane)          NNBW = 171.9x λ/3λ= 57.3
o 

e- -13.26 dB 
f- -23 dB 

---------------------------------  

 

 
 



 Lecture Notes-18        Horn Antennas   
13.1 INTRODUCTION 
   One of the simplest and the most widely used microwave antenna is the horn. Its 
existence and early use dates back to the late 1800s. Although neglected somewhat 
in the early 1900s, its revival began in the late 1930s from the interest in microwaves 
and waveguide transmission lines during the period of World War II. The horn is 
widely used as a feed element for large radio astronomy, satellite tracking, and 
communication dishes found installed throughout the world. In addition to its utility as 
a feed for reflectors and lenses, it is a common element of phased arrays and 
serves as a universal standard for calibration and gain measurements of other 
high-gain antennas. Its widespread applicability stems from its simplicity in 
construction, ease of excitation, versatility, large gain, and preferred overall 
performance. 
     An electromagnetic horn can take many different forms, four of which are shown in 
Fig. 13.1. The horn is nothing more than a hollow cylinder of different cross sections, 
which has been tapered (flared) to a larger opening. The type, direction, and amount 
of taper (flare) can have a profound effect on the overall performance of the element 
as a radiator.  
13.2 E-PLANE SECTORAL HORN 
    The E-plane sectoral horn is one whose opening is flared in the direction of the E-
field, and it is shown in Fig. 13.1(a). 
13.2.1 Aperture Fields 
     The horn can be treated as an aperture antenna. To find its radiation 
characteristics, the equivalent principle techniques developed in Chapter 12 can be 
utilized. To develop an exact equivalent of it, it is necessary that the tangential electric 
and magnetic field components over a closed surface are known. The closed surface 
that is usually selected is an infinite plane that coincides with the aperture of the horn. 
When the horn is not mounted on an infinite ground plane, the fields outside the 
aperture are not known and an exact equivalent cannot be formed. However, the 
usual approximation is to assume that the fields outside the aperture are zero, as was 
done for the aperture of Section 12.5.2. 
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It can be shown that if the: (1) fields of the feed waveguide are those of its dominant 
TE10 mode and (2) horn length is large compared to the aperture dimensions, the 
lowest order mode fields at the aperture of the horn are given by 

 
 
where E1 is a constant. The primes are used to indicate the fields at the aperture of 
the horn. The expressions are similar to the fields of a TE10-mode for a rectangular 
waveguide with aperture dimensions of a and b1(b1 > a). The only difference is the 
complex exponential term which is used here to represent the quadratic phase 
variations of the fields over the aperture of the horn. 

 
 
 



The necessity of the quadratic phase term in (13-1b)–(13-1d) can be illustrated 
geometrically. Referring to Fig. 13.2(b), let us assume that at the imaginary apex of 
the horn (shown dashed) there exists a line source radiating cylindrical waves. As the 
waves travel in the outward radial direction, the constant phase fronts are cylindrical. 
At any point y′ at the aperture of the horn, the phase of the field will not be the same 
as that at the origin (y′ = 0). The phase is different because the wave has 
traveled different distances from the apex to the aperture. The difference in path of 
travel, designated as 𝛿(y′), can be obtained by referring to Fig. 13.2(b). For any point 
y′ 

 
Or 

 
which is referred to as the spherical phase term. 
Using the binomial expansion and retaining only the first two terms of it, (13-2a) 
reduces to 

 
The quadratic phase variation for the fields of the dominant mode at the aperture of a 
horn antenna has been a standard for many years, and it yields in most practical 
cases very good results. It also leads to closed form expressions, in terms of sine and 
cosine Fresnel integrals, for the radiation characteristics (far-zone fields, directivity, 
etc.) of the horn. 
13.2.2 Radiated Fields 
The electric field components radiated by the horn can be given by  
                                                Er=0                                                           (13-11a) 

 
 

where t1, t2, kx, ky, and F(t1, t2) are given, respectively, by (13-8a), (13-8b), (13-9a), 
(13-9b), and (13-9c). The corresponding H-field components are obtained using (12-
10d)–(12-10f). 
 
In the principal E- and H-planes, the electric field reduces to 



 

 



 
13.2.3 Directivity 
   The directivity is one of the parameters that is often used as a figure of merit to 
describe the performance of an antenna. To find the directivity, the maximum radiation 
is formed. That is, 

 
For most horn antennas |E|max is directed nearly along the z-axis (𝜃 = 0◦). Thus, 

 

 
Using (13-16) and (13-17a), the directivity for the E-plane horn can be written as 

 
Where C and S are the cosine and sine integrals. 
The directivity increases as the aperture increases till it reaches Max. then drops down 
due to the effect of the increasing phase error as can be seen in Fig. 13.7. 



 
Maximum directivity can be obtained when 

 
13.3 H-PLANE SECTORAL HORN 
   Flaring the dimensions of a rectangular waveguide in the direction of the H-field, 
while keeping the other constant, forms an H-plane sectoral horn shown in Fig.13.1(b). 
The analysis procedure for this horn is similar to that for the E-plane horn, which was 
outlined in the previous section.  
It can be shown that each optimum directivity occurs when 

 
Where a1 is the flared horn aperture size along and ρ2 

13.4 PYRAMIDAL HORN 
   The most widely used horn is the one which is flared in both directions, 
as shown in Fig. 13.16. It is widely referred to as a pyramidal horn, and its 
radiation characteristics are essentially a combination of the E- and H-
plane sectoral horns. 

 
13.4.1 Aperture Fields, Equivalent, and Radiated Fields 
   To simplify the analysis and to maintain a modeling that leads to computations that 
have been shown to correlate well with experimental data, the tangential components 
of the E- and H-fields over the aperture of the horn are approximated by 



 
Combining (13-43a)–(13-43d), the far-zone E- and H-field components of (12-10a)–
(12-10c) reduce to 

 
 



The fields radiated by a pyramidal horn, as given by (13-46a)–(13-46c), are valid for 
all angles of observation. An examination of these equations reveals that the principal 
E-plane pattern (𝜙 = 𝜋∕2) of a pyramidal horn, aside from a normalization factor, is 
identical to the E-plane pattern of an E-plane sectoral horn. Similarly the H-plane (𝜙 = 
0) is identical to that of an H-plane sectoral horn. Therefore the pattern of a pyramidal 
horn is very narrow in both principal planes and, in fact, in all planes. This is illustrated 
in Fig.13.17.  

1
3.4.2 Directivity 
 The directivity of the pyramidal configuration is vital to the antenna designer. It is a 

very simple exercise to show that |E𝜃|max, |E𝜙|max, and in turn Umax can be written, 

using (13-46b) and (13-46c), as 

 

 
 



 
where DE and DH are the directivities of the E- and H-plane sectoral horns as given by 
(13-18) and (13-39), respectively. This is a well-known relationship and has been used 
extensively in the design of pyramidal horns. 
The aperture dimensions of the optimum pyramidal horn can be given by: 

 
While the gain can be given by 

 
13.5 CONICAL HORN 
    Another very practical microwave antenna is the conical horn shown in Fig.13.24 
with a photo of one in Figure 13.25. While the pyramidal, E-, and H-plane sectoral 
horns are usually fed by a rectangular waveguide, the feed of a conical horn is often a 
circular waveguide. The modes within the horn are found by introducing a spherical 
coordinate system and are in terms of spherical Bessel functions and Legendre 
polynomials.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 13.24 Geometry of the conical horn. 

    

 

 

Fig. 13.25 Photo of an X-band 

conical horn (L = 7.147λ, 2𝜓c = 35
o
). 



The optimum maximum directivity (Dc)opt and axial length L based on the optimum 
horn 

 
---------------------------------------------------------------  

Design an E-plane horn such that the maximum phase difference between two points 
at the aperture, (one at the center and the other at the edge) is 120◦. Assuming that 

the maximum length along its wall (𝜌e), measured from the aperture to its apex, is 

10λ, find the 
a- maximum total flare angle of the horn. 
b- largest dimension of the horn at the aperture. 
 

 

 
 
 



Design a pyramidal horn antenna with optimum gain at a frequency of 10 GHz. The 
overall length of the antenna from the imaginary vertex of the horn to the center of the 
aperture is 10λ and is nearly the same in both planes. Determine the 
a- Aperture dimensions of the horn (in cm).  
b- Gain of the antenna (in dB) 
c- Aperture efficiency of the antenna (in %). Assume the reflection, conduction, and 
dielectric losses of the antenna are negligible. 
d- Power delivered to a matched load when the incident power density is 10μW/m2. 

 
 

As part of a 10-GHz microwave communication system, a horn antenna that is said to 
have a directivity of 75 (dimensionless). The conduction and dielectric losses of the 
antenna are negligible, and the horn is polarization matched to the incoming signal. 
A standing wave meter indicates a voltage reflection coefficient of 0.1 at the antenna 
waveguide junction. 
a- Calculate the maximum effective aperture of the horn. 
b- If an impinging wave with a uniform power density of 1 μW/m2 is incident upon the 
horn, what is the maximum power delivered to a load which is connected and matched 
to the lossless waveguide? 

 



LN-19          Microstrip Antennas 
14.1 INTRODUCTION 

   In high-performance aircraft, spacecraft, satellite, and missile applications, where 
size, weight, cost, performance, ease of installation, and aerodynamic profile are 
constraints, low-profile antennas are required. Other applications like mobile radio 
and wireless communications need small and light antennas. To meet these 
requirements, microstrip antennas (patch antennas) can be used. These antennas 
are of low profile, conformable to planar and nonplanar surfaces, simple and 
inexpensive to manufacture using modern printed-circuit technology, mechanically 
robust when mounted on rigid surfaces, compatible with MMIC designs. Moreover, 
by adding loads between the patch and the ground plane, such as PIN and varactor 
diodes, adaptive elements with variable resonant frequency, impedance, 
polarization, and pattern can be designed. 
    Disadvantages of microstrip antennas are their low efficiency, low power, high Q 
(sometimes > 100), poor polarization purity, poor scan performance, spurious feed 
radiation and very narrow frequency bandwidth, which is typically <few%. In addition, 
microstrip antennas are rather large physically at VHF and possibly UHF 
frequencies. 
14.1.1 Basic Characteristics 
   Microstrip antennas were first presented in 1953 and patented in 1955, then 
received considerable attention in the 1970s. Microstrip antennas, as shown in 
Fig.14.1(a), consist of a very thin (t ≪ λo, where λo is the free-space wavelength) 
metallic strip (patch) placed a small fraction of a wavelength (h ≪ λo, usually 0.003λo 
≤ h ≤ 0.05λo) above a ground plane. The microstrip patch is designed so its pattern 
maximum is normal to the patch (broadside radiator). This is accomplished by 
properly choosing the mode (field configuration) of excitation beneath the patch.  

 
    For a rectangular patch, the length L of the element is usually λo ∕ 3 < L< λo ∕ 2. The 
strip (patch) and the ground plane are separated by a dielectric sheet (substrate), as 
shown in Figure 14.1(a). 
  The numerous substrates that are used in the design of microstrip antennas have 
dielectric constants in the range of 2.2 ≤ 𝜀r ≤ 12. The ones that are most desirable for 
good antenna performance are thick substrates whose dielectric constant is in the 
lower end of the range because they provide better efficiency, larger bandwidth, but 
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at the expense of larger element size. Thin substrates with higher dielectric 
constants are desirable for microwave circuitry because they require tightly bound 
fields to minimize undesired radiation and coupling, and lead to smaller element 
sizes; however, because of their greater losses, they are less efficient and have 
relatively smaller bandwidths.  
   The radiating elements and the feed lines are usually photoetched on the dielectric 
substrate. The radiating patch can have various shapes as illustrated in Fig.14.2. 
Square, rectangular, dipole (strip), and circular are the most common because of 
ease of analysis and fabrication, and attractive radiation characteristics, especially 
low cross-polarization radiation. Microstrip dipoles are attractive because they 
inherently possess a large bandwidth and occupy less space, which makes them 
attractive for arrays.  

 
14.1.2 Feeding Methods 

There are many methods of feeding microstrip antennas as shown in Fig.14.3. The 
four most popular are the microstrip line, coaxial probe, aperture coupling, and 
proximity coupling. The microstrip feed line is also a conducting strip, usually of 
much smaller width compared to the patch. The microstrip-line feed is easy to 
fabricate, simple to match by controlling the inset position and rather simple to 
model. However as the substrate thickness increases, surface waves and spurious 
feed radiation increase, and thus limit the bandwidth (typically 2–5%). 
   Coaxial-line feeds, are also widely used. The coaxial probe feed is also easy to 
fabricate and match, and it has low spurious radiation. However, it also has narrow 
bandwidth and it is more difficult to model, especially for thick substrates (h > 
0.02λo). Both the microstrip feed line and the probe possess inherent asymmetries 
which generate higher order modes which produce cross-polarized radiation. To 
overcome these problems, noncontacting aperture-coupling feeds, as shown in 
Figs.14.3(c,d), have been introduced.  
14.1.3 Methods of Analysis 

  The common methods of analysis for microstrip antennas are; 1- the transmission-
line, 2- the cavity, and 3-the full wave. The transmission-line model is the easiest of 
all, it gives good physical insight, but is less accurate and it is more difficult to model 
coupling. The cavity model is more accurate but at the same time more complex. 
The full-wave models are very accurate, very versatile, and can treat single 
elements, finite and infinite arrays, stacked elements, arbitrary shaped elements, and 
coupling. However they are the most complex models and usually give less physical 
insight.   



  

 14.2 RECTANGULAR PATCH 

   The rectangular patch is the most widely used configuration. It is very easy to 
analyze using both the transmission-line and cavity models. 
14.2.1 Transmission-Line Model 
   The rectangular microstrip antenna can be represented as an array of two radiating 
narrow apertures (slots), each of width W and height h, separated by a distance L. 
Basically the transmission-line model represents the microstrip antenna by two slots, 
separated by a low-impedance Zc transmission line of length L. 
A. Fringing Effects 
  Because the dimensions of the patch are finite along the length and width, the fields 
at the edges of the patch undergo fringing. This is illustrated along the length in Figs. 
14.1(a,b) for the two radiating slots of the microstrip antenna. The same applies 
along the width. The amount of fringing is a function of the dimensions of the patch 
and the height of the substrate. For microstrip antennas  L ∕ h ≫ 1, then fringing is 
reduced; however, it must be taken into account because it influences the resonant 
frequency of the antenna. The same applies for the width. 
 



The effective dielectric constant can be given by 

 
B. Effective Length, Resonant Frequency, and Effective Width 

 Because of the fringing effects, electrically the patch of the microstrip antenna looks 
greater than its physical dimensions. For the principal E-plane (xy-plane), this is 
demonstrated in Fig. 14.7 where the dimensions of the patch along its length have 
been extended on each end by a distance ΔL, which is a function of the effective 

dielectric constant 𝜀reff and the width-to-height ratio (W/h). A very popular and 

practical approximate relation for the normalized extension of the length is  

 
 

The width of the patch is given by 

 
The actual length of the patch can now be determined by  

 

 
Since the length of the patch has been extended by ΔL on each side, the effective 
length of the patch is now (L = λ ∕ 2 for dominant TM010 mode with no fringing) 

 
For the dominant TM010 mode, the resonant frequency of the microstrip antenna is a 
function of its length. Usually it is given by 



 
where 𝜐o is the speed of light in free space. Since (14-4) does not account for 
fringing, it must be modified to include edge effects and should be computed using 

 
The q factor is called the fringe factor (length reduction factor). The designed 
resonant frequency, based on fringing, is lower as the patch looks longer.  
 

F. Matching Techniques 
  The resonant input resistance, is referenced at slot #1. However, it has been shown 
that the resonant input resistance can be changed by using an inset feed, recessed 
a distance yo from slot #1, as shown in Fig.14.11(a). This technique can be used 
effectively to match the patch antenna using a microstrip-line feed when its 
characteristic impedance is known. The input resistance varies with the inset 
distance as given by Eq. 14-20a, where G1 and G12 are the slot conductance and 
mutual conductance respectively. 
 

 

 

 
Fig. 14.12 shows two other alternative methods of matching with the patch antenna. 

 



C. Fields Radiated—TMx010 Mode 
  To find the fields radiated by each slot, we follow a procedure similar to that used to 
analyze the aperture in Section 12.5.1. The total field is the sum of the two-element 
array with each element representing one of the two slots. 

 

 



 
14.2.3 Directivity 
    As for every other antenna, the directivity is one of the most important figures-of-
merit whose definition is given by (2-16a) or 

 
The directivity of one slot can be found, then the mutual conductance and array 
factor are  taken into account to find the total directivity of the two slots. This is a long 
procedure. 

Asymptotically the directivity of two slots (microstrip antenna) can be expressed as 

 
The directivity is not a strong function of the substrate height, as long as the height is 
maintained electrically small. About 2 dB difference is indicated between the 
directivity of one and two slots. A typical plot of the directivity of a patch for a fixed 
resonant frequency as a function of the substrate height (h ∕ λo), for two different 
dielectrics, is shown in Fig. 14.23. 

--------------------------------   



 
Q 14.5 Design a rectangular microstrip patch with dimensions W and L, whose 
center frequency is 10 GHz. The dielectric constant of the substrate is 10.2 and the 
height of the substrate is 0.127 cm. Determine the physical dimensions W and L (in 
cm) of the patch, taking into account field fringing. 
The relations used in the solution: 
 
 

 
 
 
 
 
 

 

 
 

 
 



LN -20       Reflector Antennas  
15.1 INTRODUCTION 

  Reflector antennas have been in use since the discovery of electromagnetic wave 

propagation in 1888 by Hertz. World War II brought numerous radar applications 

which needed reflector antennas. Subsequent demands of reflectors for use in radio 

astronomy, microwave communication, and satellite tracking resulted in fast 

development of techniques to optimize the characteristics of reflector antennas. 

Reflector antennas take many geometrical configurations such as the plane, corner, 

and curved reflectors (especially the paraboloid), as shown in Fig. 15.1.  

15.2 PLANE REFLECTOR 

     The simplest type of reflector is a plane reflector shown in Fig. 15.1(a). It has 

been clearly demonstrated that the polarization of the radiating source and its 

position relative to the reflecting surface can be used to control the radiating 

properties (pattern, impedance, directivity) of the overall system. Image theory has 

been used to analyze the radiating characteristics of such a system. Although the 

infinite dimensions of the plane reflector are idealized, the results can be used as 

approximations for electrically large surfaces.  

 

15.3 CORNER REFLECTOR 
  To better collimate the energy in the forward direction, the shape of the plane 

reflector itself must be changed so as to prevent radiation in the back and side 

directions. One arrangement which accomplishes that consists of two plane 

reflectors joined so as to form a corner, as shown in Figs.15.1(b) & 15.2(a), which is 

known as the corner reflector. Because of its simplicity in construction, it has many 

unique applications. The reflector is used as a passive target for radar or 

communication applications, where it will return the signal exactly in the same 

direction as it received it when its included angle is 90◦. This is illustrated 

geometrically in Fig. 15.2(b).  

ANTENNA THEORY, ANALYSIS & DESIGN 

4th Ed. 2016 / Constantine A. Balanis 

 



     In most practical applications, the included angle formed by the plates is usually 

90◦; however other angles are sometimes used. To maintain a given system 

efficiency, the spacing between the vertex and the feed element must increase as 

the included angle of the reflector decreases, and vice versa. For reflectors with 

infinite sides, the gain increases as the included angle between the planes 

decreases. This, however, may not be true for finite size plates. However, since in 

practice the dimensions must be finite, guidelines on the size of the aperture (Da), 

length (l), and height (h) will be given. 

   The feed element for a corner reflector is almost always a dipole or an array of 

collinear dipoles placed parallel to the vertex a distance s away, as shown in a 

perspective view in Fig. 15.2(c). 

     Greater bandwidth is obtained when the feed elements are cylindrical or biconical 

dipoles instead of thin wires. In many applications, especially when the wavelength is 

large compared to tolerable physical dimensions, the surfaces of the corner reflector 

are frequently made of grid wires rather than solid sheet metal, as shown in 

Fig.15.2(d). One of the reasons for doing that is to reduce wind resistance and 

overall system weight. The spacing (g) between wires is made a small fraction of a 

wavelength (usually g ≤ λ∕10). For wires that are parallel to the length of the dipole, 

as is the case for the arrangement of Fig.15.2(d), the reflectivity of the grid-wire 

surface is as good as that of a solid surface. 

 



 

In practice, the aperture of the corner reflector (Da) is usually made between one and 

two wavelengths (λ < Da < 2λ). The length of the sides of a 90◦ corner reflector is 

commonly taken to be about twice the distance from the vertex to the feed (l ≃ 2s). 

For reflectors with smaller included angles, the sides are made larger. The feed-to-

vertex distance (s) is usually taken to be between λ∕ 3 and 2λ∕ 3 (λ∕ 3 < s < 2λ∕ 3).  

15.3.1   90◦ Corner Reflector 
    The first corner reflector to be analyzed is the one with an included angle of 90◦. 

Because its radiation characteristics are the most attractive, it has become the most 

popular. Referring to the reflector of Figure 15.2(c) with its images in Figure 15.4(b), 

the total field of the system can be derived by summing the contributions from the 

feed and its images. Thus 

 

 

 
Equation (15-5) represents not only the ratio of the total field to that of an isolated 

element at the origin but also the array factor of the entire reflector system. In the 

azimuthal plane (𝜃 = 𝜋∕2), Eq. (15-5) reduces to 

 
  Figure 15.5 shows the normalized patterns for an 𝛼 = 90◦ corner reflector for 

spacings of s = 0.1λ, 0.7λ, 0.8λ, 0.9λ, and 1.0λ. It is evident that for the small 

spacings the pattern consists of a single major lobe whereas multiple lobes appear 

for the larger spacings (s > 0.7λ). For s = λ the pattern exhibits two lobes separated 

by a null along the 𝜙 = 0◦ axis. 



 
15.4 PARABOLIC REFLECTOR 
  It has been shown by geometrical optics that if a beam of parallel rays is incident 

upon a reflector whose geometrical shape is a parabola, the radiation will converge 

(focus) at a spot which is known as the focal point. In the same manner, if a point 

source is placed at the focal point, the rays reflected by a parabolic reflector will 

emerge as a parallel beam. This is one form of the principle of reciprocity, and it is 

demonstrated geometrically in Fig. 15.1(c). The symmetrical point on the parabolic 

surface is known as the vertex. Rays that emerge in a parallel formation are usually 

said to be collimated. 

  Another arrangement that avoids placing the feed (transmitter and/or receiver) at 

the focal point is that shown in Fig. 15.1(d), and it is known as the Cassegrain feed. 

Through geometrical optics, Cassegrain, a famous astronomer (hence its name), 

showed that incident parallel rays can be focused to a point by utilizing two 

reflectors. To accomplish this, the main (primary) reflector must be a parabola, the 

secondary reflector (subreflector) a hyperbola, and the feed placed along the axis of 

the parabola usually at or near the vertex.  

    A parabolic reflector can take two different forms. One configuration is that of the 

parabolic right cylinder, shown in Fig. 15.8(a), whose energy is collimated at a line 

that is parallel to the axis of the cylinder through the focal point of the reflector. The 

most widely used feed for this type of a reflector is a linear dipole, a linear array, or a 

slotted waveguide. The other reflector configuration is that of Fig.15.8(b) which is 

formed by rotating the parabola around its axis, and it is referred to as a paraboloid 

(parabola of revolution). A pyramidal or a conical horn has been widely utilized as 

a feed for this arrangement. 



 
15.4.1 Front-Fed Parabolic Reflector 

  Parabolic cylinders have widely been used as high-gain apertures fed by line 

sources. The analysis of a parabolic cylinder (single curved) reflector is similar, but 

considerably simpler than that of a paraboloidal (double curved) reflector. The 

principal characteristics of aperture amplitude, phase, and polarization for a 

parabolic cylinder, as contrasted to those of a paraboloid, are as follows: 

1. The amplitude taper, due to variations in distance from the feed to the surface of 

the reflector, is proportional to 1 ∕𝜌  in a cylinder compared to 1∕ r2  in a paraboloid. 

2. The focal region, where incident plane waves converge, is a line source for a 

cylinder and a point source for a paraboloid. 

3. When the fields of the feed are linearly polarized parallel to the axis of the 

cylinder, no cross-polarized components are produced by the parabolic cylinder. 

That is not the case for a paraboloid. 

Generally, parabolic cylinders, as compared to paraboloids, (1) are mechanically 

simpler to build, (2) provide larger aperture blockage, and (3) do not possess the 

attractive characteristics of a paraboloid.  

A. Surface Geometry 

   The surface of a paraboloidal reflector is formed by rotating a parabola about its 

axis. Its surface must be a paraboloid of revolution so that rays emanating from the 

focus of the reflector are transformed into plane waves. The design is based on 

optical techniques, and it does not take into account any deformations (diffractions) 

from the rim of the reflector. Referring to Fig. 15.10 and choosing a plane 

perpendicular to the axis of the reflector through the focus, it follows that 

 
Since 

 
Eq. 15-12 can be written as 

 
Or  

  



 

 
The antenna directivity in the forward direction can be written as 

 
Where Gf(θ') is the gain function of the feed antenna. 

 

 

 

 

 

 

 

 

1. A certain angular aperture or f/d ratio which leads to a maximum aperture efficiency, which is 
around 82–83%. 

2. As the feed pattern becomes more directive the angular aperture of the reflector that leads to the 
maximum efficiency is smaller. 

 

 



Factors affecting parabolic reflector antenna gain 

There are a number of factors that affect the parabolic antenna gain. These factors 

include the following: 

 Diameter of reflecting surface   The larger the diameter of the reflecting surface 

of the antenna the higher the parabolic reflector gain will be. 

 Operational wavelength:   The parabolic reflector antenna gain is dependent 

upon the reflector size in terms of wavelengths. Therefore, if the same reflector is 

used on two different frequencies, the gain will be different. It is inversely 

proportional to the wavelength being used. 

 Antenna efficiency:   The efficiency of the antenna has a significant effect on the 

overall parabolic reflector gain. Typical figures are between 50 and 70%. The 

efficiency varies as a result of a number of different factors which are detailed 

below. 

Parabolic reflector antenna gain 

The parabolic antenna gain can easily be calculated from a knowledge of the 

diameter of the reflecting surface, the wavelength of the signal, and a knowledge or 

estimate of the efficiency of the antenna. 

The parabolic reflector antenna gain is calculated as the gain over an isotropic 

source, i.e. relative to a source that radiates equally in all directions. This is a 

theoretical source that is used as the benchmark against which most antennas are 

compared. The standard formula for the parabolic reflector antenna gain is: 

 

Where: 

    G is the gain over an isotropic source in dB 

    k is the efficiency factor which is generally around 50% to 60%, i.e. 0.5 to 0.6 

    D is the diameter of the parabolic reflector in meters 

    λ is the wavelength of the signal in meters 



From this it can be seen that very large gains can be achieved if sufficiently large 

reflectors are used. However when the antenna has a very large gain, the beamwidth 

is also very small and the antenna requires very careful control over its position.  

It can be seen that the parabolic reflector gain can be of the order of 50 dB for 

antennas that have a reflector diameter of a hundred wavelengths or more. Whilst 

antennas of this size would not be practicable for many antenna designs such as the 

Yagi, and many others, the parabolic reflector can be made very large in comparison 

to the wavelength and therefore it can achieve these enormous gain levels. More 

normal sizes for these antennas are a few wavelengths, but these are still able to 

provide very high levels of gain. 

Parabolic reflector gain efficiency 

In the overall gain formula for the antenna, an efficiency factor is included. Typically 

this may be between 50 and 70% dependent upon the actual antenna. 

The parabolic reflector antenna gain efficiency is dependent upon a variety of 

factors. These are all multiplied together to give the overall efficiency. 

k=kr kt ks kb 

 Radiation efficiency, kr:   The radiation efficiency is denoted as kr above. It is 

governed by the resistive or Ohmic losses within the antenna. For most antennas 

this is high and close to unity. Therefore the radiation efficiency does not have a 

major effect on the parabolic reflector antenna gain and is normally ignored. 

 Spillover Efficiency ks:   The spillover efficiency is denoted as ks above. Any 

energy that spills over the edge of the reflector surface will reduce the efficiency 

and hence the parabolic reflector antenna gain. In the ideal case, the reflector 

surface needs to be equally and fully illuminated and none should spill over the 



edge. In the real case this is not viable and some reduction in efficiency, and hence 

the antenna gain is experienced. 

 Aperture Taper Efficiency kt:   The aperture taper efficiency is denoted 

as kt above. It affects the antenna gain because the whole parabolic reflector needs 

to be properly illuminated for the optimum gain to be achieved. If parts of the 

surface are not optimally illuminated by the radiated energy from the radiator then 

the parabolic reflector gain will be reduced. The optimum performance is 

achieved when the centre is illuminated a little more than the edges. 

 Surface Error:   In order to provide the highest levels of parabolic reflector 

antenna gain, the surface must follow the parabolic contour as accurately as 

possible. Deviations from this will result in poor reflection accuracy.  

 Aperture Blockage:   The physical structure of the feed and other elements of the 

antenna often mask part of the reflector. This naturally reduces the efficiency and 

hence the antenna gain. This factor needs to be accommodated within the antenna 

gain calculation. 

Parabolic antenna beamwidth calculation 

As the gain of the parabolic antenna, or any antenna, increases, so the beamwidth 

falls. It is possible to estimate the beamwidth reasonably accurately from the 

following formula. 

Beamwidth  Ψ=70 λ/D 

Where: 

       D is the diameter of the parabolic reflector 

    λ is the wavelength of the signal 

All dimensions must be in the same units for the calculation to be correct, e.g. both 

diameter and wavelength in meters, or both in feet, etc.. 

 



Q1] A parabolic dish antenna is a ____________ antenna. 

a-omnidirectional,                               b-bidirectional 

c-directional,                                   d-none of these. 

------------------------------------------------------------ 

Q2] The energy near the edge of the parabolic dish that does not reflect but rather   

       is diffracted around the edge of the dish. 

a- spillover,                                           b- stored energy, 

c- dissipated energy,                              d- copper loss. 

------------------------------------------------- 

Q3] For a 2-m diameter parabolic reflector with 10W of power radiated by the feed 

mechanism operating at 6 GHz with a transmit antenna efficiency of 55% and an 

aperture efficiency of 55%, determine the beamwidth. 

a- 1.25 degrees,                             b- 2.25 degrees, 

c- 1.5 degrees,                               d- 1.75 degrees. 

--------------------------------------------------------- 

Q4] The gain of a 150 cm diameter parabolic dish operating at 2 GHz, and 70%   

      efficiency is: 

a- 28.4 dB,                                            b- 30 dB, 

c- 11.2 dB,                                            d.- none of these. 

---------------------------------------------------  

Q5] An antenna that can easily transmit circularly polarized  waves is the: 

a. pyramidal horn,                       b. dipole, 

c. parabolic reflector,                  d. none of these. 

-------------------------------------------------------- 

Q6] If a parabolic dish has a diameter of 10m, and it is operating at 314 cm 

wavelength, then the maximum possible (ideal) gain of the antenna will be : 

 a- 20 dB,                                             b- 40 dB, 

 c- 50 dB,                                             d- none of these. 



LN-21  FRIIS  and RADAR EQUATIONS   
2.17 FRIIS TRANSMISSION EQUATION  
     The analysis and design of radar and communications systems often require the 
use of the Friis Transmission Equation and the Radar Range Equation.  
2.17.1 Friis Transmission Equation 
  The Friis Transmission Equation relates the power received to the power 
transmitted between two antennas separated by a distance R > 2D2∕λ, where D is the 
largest dimension of either antenna. Referring to Figure 2.31, let us assume that the 
transmitting antenna is initially isotropic. If the input power at the terminals of the 
transmitting antenna is Pt, then its isotropic power density Wo at distance R from the 
antenna is 

 
 
where et is the radiation efficiency of the transmitting antenna. For a nonisotropic 
transmitting antenna, the power density of (2-113) in the direction 𝜃t, 𝜙t can be 
written as 

 
 
where Gt(𝜃t, 𝜙t) is the gain and Dt(𝜃t, 𝜙t) is the directivity of the transmitting antenna 
in the direction 𝜃t, 𝜙t. Since the effective area Ar of the receiving antenna is related to 
its efficiency er and directivity Dr  by 

 

 
the amount of power Pr  collected by the receiving antenna can be written, using (2-114) and (2-115), as 

 
or the ratio of the received to the input power as 

 
   The power received based on (2-117) assumes that the transmitting and receiving 
antennas are matched to their respective lines or loads (reflection efficiencies are 
unity) and the polarization of the receiving antenna is polarization-matched to the 
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impinging wave (polarization loss factor and polarization efficiency are unity). If these 
two factors are also included, then the ratio of the received to the input power of (2-
117) is represented by 

 
      For reflection and polarization-matched antennas aligned for maximum 
directional radiation and reception, (2-118) reduces to 

 
    Eqs. (2-117), (2-118), or (2-119) are known as the Friis Transmission Equation, 
and it relates the power Pr (delivered to the receiver load) to the input power of the 
transmitting antenna Pt. The term (λ∕4𝜋R)2 is called the free-space loss factor, and it 
takes into account the losses due to the spherical spreading of the energy by the 
antenna. 
 
 

 
 
 
 
 
 
 



2.17.2 Radar Range Equation 
 In radar application, the transmitted power is incident upon a target, as shown in 

Fig.2.32. The radar cross section or echo area (𝜎) of a target which is defined as the 

area intercepting that amount of power which, when scattered isotropically, produces 

at the receiver a density which is equal to that scattered by the actual target. In 

equation form 

 
Or 

 
Where 

 
    
     Using the definition of radar cross section, we can consider that the transmitted 
power incident upon the target is initially captured and then it is reradiated 
isotropically, insofar as the receiver is concerned. The amount of captured power Pc 
is obtained by multiplying the incident power density of (2-114) by the radar cross 
section 𝜎, or 

 

 



 
where Ar is the effective area of the receiving antenna as defined by (2-115). 

Equ. (2-123) can be written as the ratio of the received power to the input power, or 

 
Expression (2-124) is used to relate the received power to the input power, and it 

takes into account only conduction-dielectric losses (radiation efficiency) of the 

transmitting and receiving antennas. It does not include reflection losses (reflection 

efficiency) and polarization losses (polarization loss factor or polarization efficiency). 

If these two losses are also included, then (2-124) must be expressed as 

 

 
For polarization-matched antennas aligned for maximum directional radiation and 

reception,(2-125) reduces to 

 
Equ. (2-124), or (2-125) or (2-126) is known as the Radar Range Equation. It relates 

the power Pr (delivered to the receiver load) to the input power Pt transmitted by an 

antenna, after it has been scattered by a target with a radar cross section (echo 

area) of 𝜎. 

 
How to maximize the ratio Pr/P  ? 

 
 
 



Transmitting and receiving antennas operating at 1 GHz with gains of 20 and 15 dB, 

respectively, are separated by a distance of 1 km. Find the power delivered to the 

load when the input power is 150 mW. Assume the Polarization Loss Factor PLF = 1. 

 
----------------------------------------------  

Two lossless, polarization-matched antennas are aligned for maximum radiation 

between them, and are separated by a distance of 50λ. The antennas are matched 

to their transmission lines and have directivities of 20 dB. Assuming that the power at 

the input terminals of the transmitting antenna is 10 W, find the power at the 

terminals of the receiving antenna. 

 
-----------------------------------------------------  

A radar antenna, used for both transmitting and receiving, has a gain of 150  at its 
operating frequency of 5 GHz. It transmits 100 kW, and is aligned for maximum 
directional radiation and reception to a target 1000 km away having a radar cross 
section of 3 m2. The received signal matches the polarization of the transmitted 
signal. Find the received power. 

 
 



A rectangular X-band horn, with aperture dimensions of 5.5 cm and 7.4 cm and a 

gain of 16.3 dB (over isotropic) at 10 GHz, is used to transmit and receive energy 

scattered from a perfectly conducting sphere of radius a = 5λ. Find the maximum 

scattered power delivered to the load when the distance between the horn and the 

sphere is (a) 200λ,    (b) 500λ. Assume that the input power is 200 mW, and the 

radar cross section is equal to the geometrical cross section. 

 
---------------------------------------------   

   In a long-range microwave communication system operating at 9 GHz, the 
transmitting and receiving antennas are identical, and they are separated by 10,000 
m. To meet the signal-to noise ratio of the receiver, the received power must be at 
least 10 μW. Assuming the two antennas are aligned for maximum reception to each 
other, including being polarization matched, what should the gains (in dB) of the 
transmitting and receiving antennas be when the input power to the transmitting 
antenna is 10 W ?. 
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Radiowave Propagation 

 

  

 



 



 



 

 

 

 

 

 

 

 

 

 



 



 



  

 



 



 

 

 

k=4/3 

Re=k*R=(4/3)*6370=8493 km 



LN-23 Propagation 

 



 



 

dT (km)=4.122√h1                            where h1 is  in meters 

 

dm (km)=4.122 { √h1 + √h2 }              where h1 & h2 are in meters 

 

 

 

 



Large Scale Propagation – Three Modes 

Large scale propagation is composed of three modes listed below in order of 

their dominance: 

 Reflection – Energy reflects off large (relative to λ) conductive objects. 

 Diffraction – Bending of energy around objects. 

 Scattering – Diffuse re-radiation of energy off rough, with respect to  λ  

surfaces. 

1.  Reflection  The angle of reflection is equal to the angle of incidence.  

Reflection introduces a 180˚ phase shift in most cases. 

Refraction (with reflection):  The radio wave is bent due to the changing in the 

index of refraction of the medium. 
 

 
 

 

 

2.  Diffraction Diffraction can be explained by Huygen’s principle – all points 

on a wavefront serve as point sources for secondary wavefronts: 

 

 

 



Consider a Transmitter and Receiver where an object is blocking the direct line-

of-sight path between Tx and Rx.  The signal can diffract around the object such 

that energy can get to the Rx even though it is shadowed. 

 

Note:  The more deeply the receiver is shadowed, the lower the received power.  

At some point, the receiver won’t be able to receive any signal. 

3.  Rough Surface Scattering Sometimes called Diffuse Scattering or Diffuse 

Reflection, scattering happens when energy impacts a rough surface and is re-

radiated in numerous directions.   

 

 
 

Image Source: 

http://www.ee.washington.edu/research/ersl/ResearchLinks/

WavePropRough.htm 

 

So those are the basic modes of propagation. What happens when we add in a 

real earth and a real atmosphere?   

The earth and the earth’s atmosphere have the greatest impact on signals in the 

VLF – HF range (3 kHz – 30 MHz).  It’s not that the earth and atmosphere 

don’t affect signals at higher frequencies (in fact, they do!) it’s just at those 



higher frequencies start to come into play and dominate the effects of the 

earth/atmosphere. 

 

Let’s look at what happens to these lower frequencies first before moving on to 

the higher frequencies. 

 

Radio Band Frequency Propagation Via 

VLF Very Low 

Frequency 

3 - 30 kHz - Guided between the earth 

and the ionosphere 

LF Low Frequency 30 - 300 kHz - Guided between the earth 

and the ionosphere  

- Ground Waves 

MF Medium 

Frequency 

0.3 - 3 MHz - Ground waves  

- E layer ionospheric 

refraction at night, when D 

layer absorption disappears 

HF High Frequency 

(Short Wave) 

3 - 30 MHz - E layer ionospheric 

refraction  

- F layer ionospheric refraction 

VHF Very High 

Frequency 

30 - 300 MHz - Line-of-sight 

UHF Ultra High 

Frequency 

300 - 3000 

MHz 

- Line-of-sight 

SHF Super High 

Frequency 

3 - 30 GHz - Line-of-sight 

EHF Extremely High 

Frequency 

30 - 300 GHz - Line-of-sight limited by 

absorption 

For VLF-HF communications, there are two basic modes a radio wave travels 

from the transmitter to a receiving antenna: 

 Ground wave 

 Space wave  

 Sky wave 

 

The frequency of the radio wave is the most important factor in determining the 

performance of each type of propagation. 

 

 

http://en.wikipedia.org/wiki/Very_low_frequency
http://en.wikipedia.org/wiki/Kilohertz
http://en.wikipedia.org/wiki/Low_frequency
http://en.wikipedia.org/wiki/Kilohertz
http://en.wikipedia.org/wiki/Medium_frequency
http://en.wikipedia.org/wiki/Kilohertz
http://en.wikipedia.org/wiki/High_frequency
http://en.wikipedia.org/wiki/Shortwave
http://en.wikipedia.org/wiki/Megahertz
http://en.wikipedia.org/wiki/Very_high_frequency
http://en.wikipedia.org/wiki/Megahertz
http://en.wikipedia.org/wiki/Ultra_high_frequency
http://en.wikipedia.org/wiki/Megahertz
http://en.wikipedia.org/wiki/Super_high_frequency
http://en.wikipedia.org/wiki/Gigahertz
http://en.wikipedia.org/wiki/Extremely_high_frequency
http://en.wikipedia.org/wiki/Gigahertz


4.  Ground Wave Propagation  A ground wave is a radio wave that travels 

along the earth’s surface (also referred to as a surface wave).  A ground wave 

must be vertically polarized for better propagation (lower losses since the 

ground is considered as poor conductor).   

 

 
 

Lower frequencies travel efficiently as ground waves because they are 

diffracted by the surface of the earth.  Ground waves thus follow the curvature 

of the earth and can travel beyond the horizon, for hundreds of miles.  Ground 

wave propagation is strongest in the Low and Medium frequency ranges.  

Ground wave propagation constitutes the main signal path for signals in the 

frequency range from 30 kHz-3 MHz.    

5.  Sky Wave Propagation  Sky waves are radiated by an antenna into the 

upper atmosphere where they are reflected back to earth.  This bending is 

caused by refraction in the ionosphere.  The air molecules of the ionosphere are 

subject to severe radiation from the sun.  Ultraviolet radiation causes the 

molecules to ionize, or separate into charged particles, positive and negative 

ions. The ionosphere is composed of 3 layers, D, E and F (although F is 

subdivided into F1 and F2). 

  
 



The direction of reflection depends on the angle at which the radio wave enters 

the atmosphere and the different degrees of ionization of the layers, as well as 

the frequency of the transmission. 

A receiver that lies between the end of the ground wave propagation and the 

first sky wave reflection will not receive the transmitted signal.  This region is 

termed the skip zone. 

 

6.  Space Wave Propagation  A space wave refers to the radio wave that 

travels directly in a straight line from the transmitting antenna (Line-of-sight). 

These waves are not refracted, and do not follow the curvature of the earth. 

The chief limitation of a space wave is that it is limited to line-of-sight 

distances.  The range of space wave propagation is limited by the curvature of 

the earth and height of the antennas above the earth’s surface. 

 

 
 

If an antenna is at height h, the distance, d, to the radio horizon (which is the 

maximum range for space wave communications from that antenna) is given by 

the formula 

dT (km)=4.122√h1                            where h1 is  in meters 

  

In the picture below, where we have one antenna of height th
 and a second 

antenna of height rh
, the maximum separation at which they can still 

communicate by line-of-sight is  

dm (km)=4.122 { √h1 + √h2 }              where h1 & h2 are in meters 

Example 

What is the longest line-of-sight communication range between a transmitter 

whose transmitting antenna is 100 m high and a receiver whose receiving 

antenna is 10 m high? 
 

 

 



III.   Log-Normal Model 

The VLF – HF range of the frequency spectrum are mostly used for 

narrowband, long-distance communication.  Most terrestrial wireless 

communications operate in the “sweet spot” of the wireless spectrum  in the 

VHF and UHF bands.  In this range, the earth and atmosphere play a far smaller 

role, and propagation becomes dominated by the specific local environment. 

Let’s consider the following scenario.  Suppose we convince the ECE 

Department to build a cell tower on the top of Rickover Hall, and you’re driving 

down McNair Road.  The signal you receive will be a combination of 

Reflection, Diffraction, and Scattering, as shown in the image below.  The 

problem is that we call it “mobile” radio for a reason: you want to be able to 

drive, move about the local environment, and communicate on your cell phone 

at the same time. 

Refle
ctio

n

Diffraction

Scatte
rin

g

 

 

As you move about the environment, the three propagation modes will have an 

impact on the instantaneous received signal in different ways.  In the example 

shown above, you receive a nice strong signal reflected from Mahan Hall, with 

a little bit of signal energy coming from diffraction off the back corner of 

Nimitz Library, along with some energy scattered by the clock tower.  As you 

move towards Alumni hall, the direct line-of-sight signal to the tower will be 



blocked, as will most of the strong reflected signals; diffraction is now the 

dominant mode.  Conversely, if you moved towards Rickover, you would 

receive a nice strong line-of-sight signal from the tower, along with a strong 

reflection from the Northeast side of Nimitz as well as scattering from all the 

parked cars in the Triangle Lot. 

So the question remains:  Using your brand-new iPhone (or Samsung phone as 

the case may be), will your signal make it to the tower and will it have sufficient 

power to “close the link” and allow you communicate?  Or will you suffer the 

fate of a cellular “dead zone”? 

 

Clearly, the Friis Free Space equation is out, and the ground wave/sky wave 

effects are so small that they can be neglected.  Although numerous 

sophisticated models exist (and are used to varying degrees in both commercial 

and military systems), by far the simplest and most common way to describe 

propagation in such an environment is the Log-Normal or Log-Distance 

model.  This model is widely used to not only predict coverage for a particular 

mobile user, but also for predicting the interfering signal power that the mobile 

user will experience from other RF sources. 

 

 

Appendix A. Log-Normal Model. 

First, a quick definition.   We use the term Path Loss to denote the received 

signal power at a specific transmitter-receiver distance relative to the transmit 

power, or mathematically: 

     T RPL d P P d dB    

TP  Is the transmitted power  [dBm] 

 RP d  Is the received power  [dBm] 

d  Is the distance between transmitter and receiver [meters] 

Over the years, wireless engineers have observed that Average Path Loss for a 

particular environment generally follows a nd  relationship, where the variable n 

is known as the Path Loss Exponent, and is specific to that environment.  

Researchers have also observed that when they made numerous measurements 

at a specific distance (but in different local environments), the variation in 

received signal power obeyed a “bell curve” distribution about the local mean 

(the “bell curve is formally known as a “Normal” or “Gaussian” distribution). 

Plotted on a log scale, the results look something like this: 



10m 100m 1km 10 km1m

Distance Dependent Mean

Gaussian distribution of 

Path Loss about that 

particular distance

PL 

(dB)

Dist

(m)

Average

Path Loss

 

We call this Log-Normal Path Loss.  Average Path Loss obeys a linear 

relationship (straight line) on a log scale, and the variation in received power at 

that distance follows a normal distribution.  The slope of the line is the Path 

Loss Exponent, and is determined experimentally for the particular scenario of 

interest. 

Mathematically Log-Normal Path Loss is given by: 

   0 10

0

10 log
d

PL d PL d n
d

 
   

 
  

 PL d  Is the path loss at a distance d   [dB] 

 0PL d  Is the path loss at some close-in reference distance d0 (d0<< d).   

Can either be measured or calculated with the Friis Free Space 

equation. 

n  Is the path loss exponent 

Note That:  Antenna gains, wavelength, etc. are embedded in the model 

(  0PL d , and n) parameters.  Changing the configuration means we will end up 

with different model parameters and different results. 

 

 

 

 

 

 



Free Space Loss 

 
 Free space loss, ideal isotropic antenna,  

• Pt = signal power at transmitting antenna 

• Pr = signal power at receiving antenna 

• λ = carrier wavelength,    

 c = speed of light (≈ 3 x 108 m/s) 

• d = propagation distance between antennas 

where d and λ are in the same units (e.g., meters). 

Free space loss equation can be recast: 

 

Free space loss accounting for gain of antennas 

 
In the above formula, the powers correspond to that of the input signal at the 

transmitter and output at the receiver, respectively. 

 
 

 



For free-space envinronment the exponent n is equal 2 in the following 

equation:  

   0 10

0

10 log
d

PL d PL d n
d

 
   

 
 

 

 

Here the exponent n depends on the transmission environment 

o Urban vs suburban, medium-city vs large-city, 

obstructed vs unobstructed, indoors vs outdoors 

o Generally the values of n  are between 2 and 4. Higher values means faster 

decay of the propagating signal. 

Fading 

Variation over time or distance of received signal power caused by changes in 

the transmission medium or path(s) 

In a fixed environment: 

o Changes in atmospheric conditions 

In a mobile environment: 

o Multipath propagation. 

Effects of Multipath Propagation 

Multiple copies of a signal may arrive at different phases 

o If phases add destructively, the signal level relative to noise declines, making 

detection more difficult 

Intersymbol interference (ISI) 

o One or more delayed copies of a pulse may arrive at the same time as the 

primary pulse for a subsequent bit. 

Types of Fading 

 Fast fading 

o Changes in signal strength in a short time period 

 Slow fading 

o Changes in signal strength in a short time period 



 Flat fading 

o Fluctuations proportionally equal over all frequency components 

 Selective fading 

o Different fluctuations for different frequencies 

 Rayleigh fading 

o Multiple indirect paths, but no dominant path such as LOS path 

o Worst-case scenario 

 Rician fading 

o Multiple paths, but LOS path dominant 

o Parametrized by K, ratio of power on dominant path to that on other paths 

Diversity Techniques 

 Space diversity: 

o Use multiple nearby antennas and combine received signals to obtain the 

desired signal. 

o Use collocated multiple directional antennas 

 Frequency diversity: 

o Spreading out signal over a larger frequency bandwidth 

o Spread spectrum 

 Time diversity: 

o Noise often occurs in bursts 

o Spreading the data out over time spreads the errors and hence allows FEC 

techniques to work well 

o TDM 

o Interleaving 
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The incident power on the rain droplet undergoes the following types of 

attenuation: 

1-power loss due to the fact that the rain droplet is a lossy dielectric  

     (εr = ε'r - j ε"r ). 

2-power loss due to scattering of the incident ray to various other directions. 

  The overall losses will depend on the size of the rain drop relative  to the 

wavelength, the density of the rain drops (rate of rain in mm/hour), and the 

frequency of the propagating wave. 

 



 

Attenuation by Fog 

 

 



 

 

 



 

 

 



 



 

 



 

 

 



 

Reflection: the abrupt change in direction of a wave front at an 

interface between two dissimilar media so that the wave front returns 

into the medium from which it originated. Reflecting object is large 

compared to the wavelength. 

Scattering: A phenomenon where the direction (or polarization) of the 

wave is changed when the wave encounters propagation medium, 

discontinuities smaller than the wavelength (e.g. foliage, …). The 

result is a disordered or random change in the energy distribution. 

Diffraction: The mechanism the waves spread as they pass barriers 

in obstructed radio path (through openings or around barriers). 

Diffraction is important when evaluating potential interference between 

terrestrial/stations sharing the same frequency. 

Absorption: The conversion of the transmitted EM energy into 

another form, usually thermal. The conversion happens as a result of 

interaction between the incident energy and the material medium, at 



the molecular or atomic level. One cause of signal attenuation due to 

walls, precipitations (rain, snow, sand) and atmospheric gases. 

Refraction: The redirection of a wavefront passing through a medium 

having a refractive index that is a continuous function of position (e.g., 

a graded-index optical fibre, or earth atmosphere) or through a 

boundary between two dissimilar media. 

– For two media of different refractive indices, the angle of refraction 

is approximated by Snell's Law known from optics. 

Super-refraction and ducting 

It is important when evaluating potential interference between 
terrestrial / earth stations sharing the same frequency.  
- coupling losses into duct/layer 
• geometry – nature of path (sea/land) 
– propagation loss associated with duct/ layer 
• frequency, • refractivity gradient, • nature of path (sea, land, coastal) 
• terrain roughness 

 
Standard atmosphere: -40 N units/km (median), temperate climates 
Super-refractive atmosphere: < -40 N units/km, warm maritime 
regions 
Ducting: < -157 N units/km (fata morgana, mirage). 
 



 
The relation between received power and transmitted one is given by 
Friis transmission formula: 
 

 
PT = transmitted power [W] 
d = distance between antennas Tx and Rx [m] 
PR = received power [W] 
GT = transmitting antenna power gain 
GR = receiving antenna power gain 
PR/PT = free-space propagation (transmission) loss (gain). 
This formula is applicable to free-space propagation, where the exponent in the 
last term is equal to 2. 



In practical situations where there, more than one path due to reflection, 
diffraction, refraction and absorption, the Friis formula is modified to 
some other empirical formulas using values for the exponent ( n )other 
than 2. Thus, the last term of the relation is written in the following form 
to represent the change of signal strength with distance, as it was 
suggested by the Okumura-Hata model: 
 
 

Gavrg = Kd-n 

 
 
The signal level decreases with distance. Free-space propagation has 

the slowest decrease (n=2). Urban regions ( نمناطق حضرية/مد ) have the 

fastest decrease ( n>2).  

 



Non-LOS propagation 
• – when the 1st Fresnel zone is obstructed and/ or the signal reached 
the receiver due to reflection,refraction, diffraction, scattering, etc. 
– An obstruction may lie to the side, above, or below the path. 
» Examples: buildings, trees, bridges, cliffs, etc. 
» Obstructions that do not enter in the 1st Fresnel zone can be 
ignored. Often one ignores obstructions up to 1/2 of the zone. 

 
• At what distance difference the phase of the direct ray differ 
from that of the reflected ray by 180 deg at frequency of 
– 3 MHz? 
– 300 MHz? 
– 3 GHz? 

 
Methods to avoid the reflected ray at the receiving antenna. 



 

 
The effects of multipath include constructive and destructive interference, and 

phase shifting of the signal. This causes Rayleigh fading, with standard 

statistical distribution known as the 

Rayleigh distribution. 

• Rayleigh fading with a strong line of sight content is said to have a Rician 

distribution, or to be Rician fading. 

» http://en.wikipedia.org/wiki/Rayleigh_fading; 

http://en.wikipedia.org/wiki/Lord_Rayleigh;  

 

 

Received power coverage in the region around the college of Electronics Eng. due to 

sector-1 of the base station near the stadium. Mohammed Sameer dissertation. 

 

http://en.wikipedia.org/wiki/Rayleigh_fading
http://en.wikipedia.org/wiki/Lord_Rayleigh


Diffraction

Shadow region



d2
t + R2=(R+ht)

2

dt ≈√(2R ht)
R= 6370 km
dt≈3.57√ht

ht in meters
dt in km
dt is called the 
Radio Horizon

If refraction is 
considered
dt≈4.11√ht







The received power is reduced by a factor of 4  (6dB) when the knife-edge is situated 
exactly on the LOS line.





Q1] A microwave link is to be deployed in an urban area at 17 GHz. The 
transmitter antenna is to be located on a rooftop at 15 m. The receiver 
antenna is to be installed at 5 m above ground level. Determine the 
maximum height of a building at the centre of the path if transmitter and 
receiver antennas are separated by 5 km.

Q2] A UHF television broadcast antenna is mounted at a height of 100 m. 
Assuming flat terrain and receive antennas which are very close to the 
ground, what is the maximum effective range of this antenna?


