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ABSTRACT

Due to the development of modern technologies and applications that
require high data transmission, the need has arisen to move to the high-
frequency spectrum like optical wireless communication (OWC). The OWC
provides various benefits, such as limitless and unlicensed bandwidth. But
the OWC systems have several drawbacks, such as background noise and
multi-path propagation that cause the pulse to spread and cause inter-symbol

interference (ISI), all of which lead to a decline in the system's performance.

This dissertation proposed two systems to address these issues and
create an efficient indoor wireless system. To lessen the effects of multi-path
propagation and ambient noise, the first proposed system alters the field of
view (FOV) of the single detector. This is investigated by writing a code in
the MATLAB program. The effects of each adjustment containing 100
random receiver (RX) locations were displayed. A cumulative distribution
function (CDF) was utilized to show how well the suggested system works.
As the FOV is reduced, the impact of ISI decreases by decreasing the delay-
spread from 2.297 ns for FOV = 90° which covers 60% of the entire
locations, to reaching 0.637 ns when the FOV is set to 10°. Signal to noise
ratio (S/N) is improved and equal to 4.91 decibels (dB) for a FOV of 90°,
covering 80% of the total locations, and 16 dB for a FOV of 10°.

The second method, however, uses a multi-detector angle diversity
receiver (ADR) to lessen the impact of ambient noise. S/N rises as a result,
going from -9.4 dB for a conventional diffuse system (CDS) to 3.677 dB
when ADR is utilized. Elevation angle optimization is performed, and a
narrow FOV is also used for more improvement in the system performance.
Also, 232 MHz is the 3-dB channel bandwidth that can be reached. Making

adjustments in the code of a single detector to be more suitable for the second



proposed system and adding some of the complexity to the system

architecture comes at the sacrifice for improving system performance.
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CHAPTER ONE

INTRODUCTION

1.1 Background of Optical Wireless Communication

When information is transferred between two devices without the use
of a wire or cable, it 1s known as "wireless communication". Radio
Frequency (RF) and optical wireless communication (OWC) are the two
transmission methods for wireless communications [1]. Due to the restricted
radio spectrum available, traditional radio communication systems suffer
from limited channel capacity and transmission rates, while the data rates
that customers are requesting continue to grow exponentially [2]. OWC is
fast becoming an attractive alternative medium to RF communication and

wired optical communication [3].

OWC refers to optical transmission in which guided visible light (VL),
infrared (IR), or ultraviolet (UV) spectrum are utilized as propagation
medium [4]. The wavelength of IR i1s 1 mm - 780 nm, VL is 780 nm - 380
nm, and UV is 10 nm - 380 nm, as illustrated in figure (1.1). OWC provides
an enormous uncontrolled bandwidth that is orders of magnitude greater than
RF and can give data rates that are compatible with optical fiber
communications in the IR spectrum [5]. Other benefits of OWC include
intrinsic security (since IR radiation cannot pass through walls), immunity
from interference from identical systems running in adjacent rooms, and

immunity from electromagnetic interference [6].

OWC system has the ability to give several hundreds of Mbps data
rate because of its wide range and unlicensed bandwidth [7]. Numerous

studies demonstrate that OWC can carry data in indoor systems at speeds of



up to 25 Gb/s [8]-[11] and more than 26 GHz of visible light communication
(VLC) channel bandwidths are attained [12]. In IR communication, the
channel bandwidth can be reached up to 15GHz and the data rate is 15 Gb/s
[13]-[15]. OWC systems do have significant shortcomings, though [16].
Shot noise is brought on by strong ambient lighting [17]. Additionally, eye
and skin safety laws place limitations on the maximum permitted optical
transmission power. Inter-symbol interference (ISI) occurs as a result of
multi-path dispersion on OWC links caused by non-direct line of sight (LOS)
systems [18]. This dissertation will attempt to mitigate these problems and

enhance system performance by several methods.

Wavelength, A({nm)

10 200 280 320 380 7RO 1400 3000 10°

D

EUV

:

30000 1500 1071 937 789 384 214 100 0.3

Frequency, f({THz)

Figure (1.1): Part of electromagnetic spectrum show optical spectrum
[3].

1.2 Literature Review

The historical forms of OWC include signaling using smoke, beacon
fires, torches, and sunlight. The Ancient Greeks and Romans were credited
with being the first to employ light for communication, utilizing their
polished shields to reflect sunlight to convey simple messages during fights
[19]. Heliographs were usually utilized for military communication in the
late 19th century. These systems use a pair of mirrors to focus a controlled

beam of light usually sunlight during the day and another bright source, like
2



a kerosene flame at night, to a station located a distance away. Alexander
Graham Bell carried out the first experiment involving the transmission of a
signal through the atmosphere in 1880 [20], where solar beams were used to

carry voice data over a distance of 200 meters [21].
In the following paragraphs, many previous works are demonstrated.

In (2000), Koorosh Akhavan, Mohsen Kavehrad, and Svetla Jivkova
Center, examined the properties of an IR link made up of a multiple-branch
receiver with a narrow-field of view (FOV) and a multi-beam transmitter
(TX) [22]. In this case, the design objective was to eliminate the impact of
ISI in order to use power-efficient signaling techniques like pulse-position
modulation at very high data rates. It was demonstrated that bit rates up to a
few hundred megabits per second may be accomplished with greater than
99% probability while employing transmitted power levels much below one

watt, with an average bit error rate (BER) not exceeding 107.

Al-Ghamdi, A. G. and Elmirghani, J. M. H. (2002) [23], [24], explored
both pyramidal fly-eye diversity receivers (PFDRs) with varied FOVs and a
conventional hybrid system (CHS) with a single detector under various
receiver (RX) FOVs. The performance of the CHS was shown to be more
significantly impacted by background noise and multi-path dispersion than
a PFDR system through FOV adjustment of both the CHS and the PFDR.
Additionally, the multi-path dispersion induced pulse spread was greatly
reduced, and improved signal to noise ratio (S/N) results were presented to

show that the modified PFDR antenna outperforms the CHS.

In 2002 and 2003, Abdullah G. Al-Ghamdi, and Jaafar M. H.
Elmirghani, used PFDR with variable FOV to reduce the impact of multi-
path propagation and interference from artificial light. Additionally, an

evaluation was done on the impact of adjusting the FOV on the effectiveness



of the PFDR in OWC systems. According to simulation data, the
performance of such systems was significantly better than that of
conventional diffuse systems (CDS), and a significant improvement can be
obtained by using PFDR with an optimum FOV. Additionally, the analytical
likelihood of error results were provided to show how improved PFDR

outperforms CDS [25]-[27].

A. G. Al-Ghamdi and Jaafar M. H. Elmirghani (2004), evaluated and
compared the effectiveness of a multi-beam TX indoor optical wireless spot-
diffusing system while taking into account the effects of multi-path
dispersion and ambient light noise. The results show that employing a line-
strip multi-beam transmitter (LSMT) with a three angle diversity receiver
(ADR) over the CDS improves S/N. LSMT was explored with single and
ADR configurations and was compared with various spot-diffusing methods.
According to the findings, using LSMS with a three-direction diversity
receiver improves performance by roughly 20 decibel (dB) in terms of S/N
compared to a diffuse traditional system, and by 26 dB when combining
techniques were employed. The proposed designs' root mean square (R.M.S)

delay -spread performance at various places was also assessed and contrasted

[28].

A. G. Al-Ghamdi and J. M. H. Elmirghani, again (2004), introduced
and evaluated multi-beam TXs in conjunction with ADR. By combining the
benefits of both LOS and diffuse OWC links, this arrangement overcomes
their disadvantages. The LSMT configuration showed a notable
improvement, including a significant decrease in noise power level, a strong
received signal because of a reduction in TX-RX separation (since the

diffusing spots were now numerous), decreased delay-spread , and an

increased S/N (~20 dB) [29]-[31].



Research on TX motion and diversity RXs, as well as how they affect
CDS and LSMT system performance, was presented by A. G. Al-Ghamdi
and Jaafar M. H. Elmirghani in (2004) [32]. Simulation results demonstrate
that by combining an LSMT with 7-ADR under these circumstances, high
received signal power can be produced. At the worst communication link
when there is ambient noise corruption, LSMT offers S/N gains over the
traditional non-directed diffuse system. Additionally, the LSMT and
diversity detection response to path loss were evaluated, and it was
determined that this response resulted in a path loss reduction of more than

6 dB over the CDS.

In [33], the system's performance was assessed under four different
multi-line spot diffusing geometries and compared with that of the CDS and
a single line of diffusing spots by J. Alattar and J. Elmirghani in (2005).
Background noise and multi-path propagation effects were taken into
consideration when analyzing the performance. Through the application of a
diversity selection method, a three-branch square-based pyramidal diversity
RX was developed to enhance reception. It included an analysis and a

comparison of the outcomes for signal delay-spread and S/N.

For a wireless indoor optical channel, the benefit of combining a
seven-branch ADR with spot diffusing transmission was demonstrated by
Jamal M. Alattar and Jaafar M. H. Elmirghani in (2006) [34]. The
effectiveness of the channel was assessed in terms of S/N, and the results
were computed and shown for several RX sites. All five spots diffusing
geometries have demonstrated higher S/N levels than the scenario when a

three-detectors RX was utilized, with an S/N improvement of up to 2 dB.

In (2008), J. M. Alattar and J. M. H. Elmirghani, examined two spots
diffusing geometries. These layouts relied on a multi-detectors ADR,

together with four multiple beam clusters on the walls and ceiling, to

5



distribute the optical power transmitted. Based on the computed S/Ns, a
transmit power modification strategy was employed to further increase the
RX location's S/N. With diversity detection, the performance was assessed
for both stationary and mobile TXs, and it was compared to that of the single

line strip optical wireless system [35].

In (2010), Jamal M. Alattar and Jaafar M. H. Elmirghani, used
multiple seven-segment maximum ratio combining (MRC) ADRs and a
power adaptive multi-beam spot-diffusing transmitter [36]. It was
anticipated that there would be a feedback link between the transceivers,
allowing each RX to broadcast the updated beam transmit power weights to
the multi-beam TX in order to get the greatest signal quality at each
individual RX location. Consideration was given to two cases involving
three and five RXs. The system's performance was assessed in terms of S/N
and contrasted with the single RX scenario with and without power

adaptation in four distinct placements for the three RX cases in the room.

In (2011), Mohammed T. Alresheedi and Jaafar M.H Elmirghani, an
ADR and beam delay and power adaptation, a line-strip multi-beam
transmitter arrangement (BDPA-LSMT) was used [37]. The final objective
was to boost the received optical power under multi-path dispersion,
background noise, and mobility while enhancing S/N. An ADR was used in
conjunction with BDPA to cause a considerable decrease in delay-spread
from 2.4 ns CDS to roughly 0.11 ns. The simulation outcomes show that the
suggested BDPA-LSMT provides a roughly 13 dB S/N gain over an LSMT

at a 30 Mbps transmission rate.

Mohammed T. Alresheedi and d Jaafar M.H. Elmirghani, (2011) [38],
reduced the degradation caused by ambient light noise, multi-path
dispersion, and mobility using beam angle and beam power adaptation in an

LSMT configuration (APA-LSMT) in conjunction with ADR. The S/N
6



results show that ADR and APA can mitigate multi-path dispersion,
mobility, and ambient noise impacts. Three techniques: ADR, beam angle,
and beam power adaptations were introduced to achieve the improvement.
The channel bandwidth was greatly increased from 36 MHz (CDS) to
approximately 7.2 GHz by using these techniques.

In (2014), Z. Chen, N. Serafimovski, and H. Haas, investigated the
advantages of ADR in an indoor cellular OWC network [39]. According to
the findings, the ADR greatly surpasses the single-photodetector RX in terms
of both area spectral efficiency and signal to interference noise ratio (SINR).
The ADR using the MRC scheme, in particular, performs best, with a SINR

improvement of over 40 dB when compared to a single-photodetector RX.

The impact of changing the TX's semi-beam divergence angle on the
impulse response, mean delay , and R.M.S delay was examined by Ram
Kumar Sharma, Hemani Kausha, and Prabhat Kumar Sharma, in (2015) [40]

while maintaining a fixed TX location and power.

Ahmed Taha Hussein and Jaafar M.H. Elmirghani, in (2015), the laser
diode-visible light communication (LD-VLC) system's delay-spread was
reduced by 91% when an ADR was used with it [41], from 0.65 ns to 0.053
ns. This led to a 32-fold increase in channel bandwidth from 114 MHz to 3.7
GHz. At 5 Gb/s, the ADR LD-VLC system achieves a BER of better than
10 when employing the on-off keying (0O.0.K) modulation format. This
allows for complete mobility inside the test zone despite multi-path
propagation.

In (2016),J. Ding, C. L. I, and Z. Xu, impact of actual source radiation
patterns on channel characteristics, including Nichia and Lumileds Philips

light-emitting diodes (LEDs), was thoroughly examined [42]. When

compared to the Lambertian pattern, differences in impulse and frequency



responses, spatial distributions of R.M.S delay-spread, and optical path loss,

depending on various patterns, were easily discernible from simulation.

B. Mendoza, S. Rodriguez, R. Pérez-Jiménez, A. Ayala, and O.
Gonzélez, in (2016), examined three non-imaging ADRs [43] as input
sensors for nodes in an indoor IR wireless sensor network. The RXs under
consideration were the self-orienting receiver (SOR), the sectored angle-
diversity receiver (SADR), and the conventional angle-diversity receiver
(CADR). The major constraints for sensor nodes in an indoor IR wireless
sensor network were the least processing capacity and the shortest
transmission power needs, and the simulation results demonstrate that
employing a CADR in combination with the equal gain combining (EGC)
technique produces the best S/N.

In (2016), A. T. Hussein, M. T. Alresheedi, and Jaafar M.H.
Elmirghani, proposed fast computer-generated holograms (FCGHs) to
improve the adaptation process. To lessen the effects of ISI and multi-path
dispersion, an ADR and a delay adaptation approach were employed. With
VLC channel bandwidths of more than 26 GHz, significant improvements in
the S/N were made, resulting in a compact impulse response and a VLC
system that could reach higher data speeds with total mobility in what was

thought to be a realistic interior environment [12].

In (2017), R. ghahramani Negar Sendani, modeled and investigated
how the FOV's RX affected indoor VLC [44]. In VLC, the effect of FOV on
the received optical power, the room's distribution of S/N, and BER
performance was demonstrated. This outcome can be used by architects for

their light systems, RX positions in the space, or airbuses.

According to [45], R. Sharma, M. Aggarwal, and S. Ahuja, in (2018),
represented the indoor OWC system by an IR TX with a laser diode (LD)



and a positive-negative/positive-intrinsic-negative (PN/PIN) detector RX. In
extremely noisy environments, RX mobility was investigated for a variety of
communication parameters. The effects of RX mobility on system variables
such as R.M.S delay-spread, S/N, channel capacity, and average BER have

been demonstrated.

O. Z. Aletri, M. T. Alresheedi, and J. M. H. Elmirghani (2019),
suggested a VLC system using an angle diversity transmitter (ADT) [46].
ADT used two different types of red-yellow-green-blue (RYGB) LDs units:
RYGB LDs light units (for lighting and communication) and RYGB LDs
light units (for illumination). The delay-spread and S/N were also calculated
while a four-branch ADR was employed. The proposed system was
examined in comparison to a typical VLC system. The delay-spread and S/N
were significantly improved, and it supports operation at large data rates up

to 22.8 Gb/s.

A four-branch ADR RX was proposed by M. K. Aljohani et al.,
(2020) [47] as a means of increasing the data rate of a non-orthogonal
multiple access (NOMA) system. The simulation results indicate that,
compared to a system with a large-FOV RX, using an ADR improves the
NOMA system's data rate by an average of 35%.

M. E. Hosney, H. A. I. Selmy, and K. M. F. Elsayed, (2020),
eliminated co-channel interference (CCI) by reducing the FOV of an ADR,
which interferes with indoor VLC [48]. In order to achieve low BER for the
proposed VLC multiple input multiple output system at various room
placements, the FOV and ADR's tilting angles were tuned. The ideal FOV
for each ADR's tilting angle was demonstrated through simulation results.
Additionally, at the most interfering location and optimal tilting angle of 30°,

satisfactory BER was obtained.



M. Roman Caizares, P. Palacios Jativa, C. A. Azurdia-Meza, S.
Montejo-Sanchez, and S. Céspedes, investigated and compared the
applications and benefits of various combining strategies to provide variety
at the optical RX in a multi-cell indoor VLC system in (2022) [49]. On the
RX side, select the best combining (SBC), EGC, generalized selection
combining (GSC), and MRC combining schemes were investigated and put
into practice. The findings show that in terms of SINR and user data rate, the
ADR applied with the MRC scheme performs better than the SBC, EGC, and
GSC schemes. This was because, in the face of inter-cell interference (ICI),
MRC weights both the interference and the received signals, enhancing the

quality of the combined signal in the ADR.
1.3 The Scope and Main Contributions

The work's main objectives are as follows:

1. To look at the potential of developing indoor OWC systems that
handle the limitations imposed by the OWC environment in order to
model the appropriate TX and RX configurations.

2. To investigate if altering the FOV angle could improve the received
power, S/N, and delay-spread, hence improving system performance.

3. To study how implementing ADR can lessen the effects of
background noise to improve system performance.

4. To examine how utilizing ADR might increase the transmission data

rate and lower BER.
1.4 The Dissertation Roadmap

In chapter two, a broad overview of OWC systems is presented, along
with OWC connection classifications, a comparison of RF and OWC, an IR
communication system, an indoor OWC system topology, and the benefits

and difficulties of this kind of communication are shown. All the equations
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that are needed in the calculation of the first and second proposed systems

are displayed.

In Chapter three, the model of the first proposed system and the
flowcharts that are needed to calculate the parameters are given. The
cumulative distribution function (CDF) results for various FOVs are

discussed.

In chapter four, second proposed communications system, which
consists of an ADR and diffuse TX, is described. The flowcharts of
calculating are displayed. Additionally, a comparison is drawn between the
proposed system and the CDS system when the RX is travelling along x=1

and 2 m.

Finally, chapter five includes indications of conclusions and potential

study topics.
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CHAPTER TWO

THEORY OF OWC SYSTEMS

2.1 Introduction

The TX and RX parts, the OWC connection types (indoor and
outdoor), and indoor OWC links (LOS, N-LOS, diffuse, and other), were all
covered in this chapter. It offered a comparison between RF and OWC
media. Background noise, optical safety restrictions, and other design
considerations were all covered for indoor OWC systems. The advantages of
ADR are presented. The O.0.K modulation method is also covered in this
chapter. Finally, the first and second proposed systems' calculation-related

equations are all displayed.
2.2 Fundamentals of OWC System

OWC:s use three separate electromagnetic spectrum bands: IR, VL,
and UV [3]. The wavelength of the electromagnetic waves is decreased by
moving to higher optical frequencies [3]. The frequency f, is related to

wavelength 4, by [50]:

f=c/a (2-1)
where ¢ 1s the speed of light. The wavelength of the light has an

inverse relationship with its capacity to enhance mean kinetic energy. The

equation below explains how light and energy E are related [51].
E=hyf/2 (2-2)

where %, 1s the Planck constant. For a given exposure time, the
potential increase in kinetic energy and temperature are both greater for

shorter wavelengths [51]. The optical bands each have particular benefits and
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drawbacks. Various wireless technologies are being developed based on

these optical wavelengths.

In terms of communication, near-infrared (NIR) and VL display
qualitatively similar behavior because to their virtually identical
wavelengths. Despite this, IR can be employed in situations where
illumination is not required because it is invisible to people. UV can offer
NLOS communications over medium and long distances and high-data-rate

LOS connectivity over short and long distances [4].
2.3 Comparison Between OWC and RF

Wireless communication has unquestionably become an indispensable
tool in our daily lives. RF technologies are used in the majority of existing
wireless communication systems to transmit data [52]. The RF band spans
the electromagnetic spectrum from 30 kHz to 300 GHz as shown figure (2.1),
and its usage 1s closely regulated by local and international organizations.
Sub-bands are usually leased solely to operators, such as cellular phone
companies, television broadcasters, and point-to-point microwave lines. The
demand for RF spectrum is outstripping availability as the need for data-
intensive wireless applications and services grows, resulting in spectrum
congestion. The time has come to seriously investigate the higher regions of
the electromagnetic spectrum for wireless communications, given the
spectrum congestion at both the network access and backhaul levels. By
doing so, we enter the optical band, which contains the sub-bands of IR, VL,
and UV [19]. OWC is identical to RF wireless, except instead of radio waves,
light is used, and antennas are substituted by free-space optical transceivers.
Despite this superficial resemblance between OWC and RF links [53], when
contrasted to RF systems, OWC systems provide a number of advantages,
which include [2] immunity against interference from other RF wireless

devices, with limitless and unrestricted bandwidth. OWC linkages allow for
13
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Figure (2.1): The frequency and wavelength ranges for each band are displayed on

a portion of the electromagnetic spectrum [60].

frequency reuse in neighboring rooms as well as the utilization of low-cost
optoelectronic devices like LEDs and silicon detectors, which are compact
and power-efficient [17]. However, shot noise caused by bright ambient
light, multi-path dispersion associated with non-direct LOS communication,
the need for a backbone network to connect OWC access points in different
rooms because optical signals do not pass through walls, and transmission

power that is limited by eye and skin safety regulations are all disadvantages

of OWC links [54]. Table (2.1) compares RF with OWC [55].
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Table (2.1): Comparison between RF and OWC system.

Parameters Radiofrequency Optical wireless
communication
Licensing Licensed Un-licensed
Health-safety Required Required for lasers
as source
Noise/ Interference Electromagnetic radiations from Ambient light
other channels, electrical noise
Security Limited High
Power consumption High Low
(short range)
Multi-path fading Medium Low
S/N High Low
Path loss Depends on RF signal amplitude Depends on optical

signal power

2.4 Classification of OWC System

Depending on how far apart the TX and RX are, wireless optical
transmission can be divided into different categories. As a result, long and
short-distance systems, two classes of wireless optical systems, have been
recognized. Outdoor wireless optical uses long-distance systems. While

short-range communications devices can be used in both outdoor and indoor
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settings [1]. In this dissertation, the investigation is limited only to the indoor

OWC system.
2.4.1 Outdoor OWC System

There are two types of outdoor OWC: long-range free space links and
short-range links [56]. Outdoor OWC, also known as free-space optical
(FSO) communications, is a LOS method of transmitting optical signals
through the air channel. An FSO system has exceptional directivity and can
be used for links over very long distances (more than 20 km), as the laser
beam is naturally narrow. Compared to RF devices, FSO devices are more
lightweight and energy-efficient. An FSO system might be an alternate
solution when an optical fiber system is prohibitively expensive or difficult
to install (for example, in mountainous or natural disaster-prone areas) (10—
20 km). The last-mile issue (less than 10 km) is likewise thought to be solved
by an FSO system [57].

The information signal from the source is modulated on the optical
carrier and allowed to propagate toward the RX through the atmospheric

channel or free space as opposed to guided optical fibers [20].

The atmospheric attenuation brought on by the absorption, scattering,
and shimmer of the optical signals in the atmosphere is one of the major
obstacles to deploying outdoor short-range optical wireless networks.
Because of the presence of carbon dioxide and water vapor, optical signals
are absorbed. When fog, haze, rain, snow, and other obstructions are present,
scattering causes some of the light coming from a source to divert away from
the intended RX. A number of elements, such as light refraction, atmospheric

turbulence, air density, cloud cover, and wind, contribute to shimmer [56].
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2.4.2 Indoor OWC System

The amount of directionality of the RX and TX, which is dependent
on the source beam-angle and detector FOV [58], as well as the presence of
a direct channel between the RX and the TX, are used to characterize OWC
connections [2], [59]. Figure (2.2) shows several link categorization
algorithms. LOS and non-LOS (N-LOS) are the two most popular
connection options for indoor systems. LOS connections offer a direct
channel between the TX and the RX, reducing multi-path dispersion and
increasing the communication system's power efficiency. LOS linkages, on
the other hand, are susceptible to shadowing. In contrast, reflections from
surfaces such as the ceiling and walls and other are necessary for N-LOS
links. They provide reliable connections and shadow protection, but they are

badly harmed by multi-path dispersion, which causes ISI and pulse spread.

Directed, hybrid, and non-directed linkages can be found in both LOS
and N-LOS systems. Between the TX and the RX, directed links for LOS

Directed Hybrid Non-directed
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O
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& RX [~x]

)
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Figure (2.2): Classification of OWC systems [58].
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communication use a small radiation pattern as well as a narrow-FOV. This
scenario eliminates ambient noise and minimizes path loss while increasing
power efficiency. From the standpoint of mobility, the N-LOS non-directed
scenario is the most suitable for indoor systems; nevertheless, it suffers from
dispersion, which might restrict the possible data throughput, and it is also

constrained by the low power gathered [2].

The term "diffuse link," also known as a non-directed/N-LOS link, is
used frequently [60]. The CDS is a popular diffuse system. CDS uses a wide-
FOV RX and a wide-radiation-pattern TX. The signal received from the TX
is reflected multiple times before it reaches the RX while the sender and RX
are pointed at the ceiling [2]. The degree of directionality at the TX and RX
varies in hybrid links [60]. With a non-directed LOS connection, the TX and
detector's FOVs are both sufficiently wide to guarantee coverage of the
whole interior space. Unlike directed LOS, these linkages don't need precise
alignment or pointing. For a given link distance and transmission power, the

received irradiance is decreased in this instance [20].
2.5 IR Communication System

The portion of the electromagnetic spectrum between microwaves and
VL is known as IR radiation. The IR area is the wavelength range between
approximately 750nm and Imm. According to its wavelength, the IR region
1s further classified into three categories: far-IR (1 mm to 10 pm), mid-IR
(10 to 2.5 um), and NIR (2,500 to 750 nm). The radio wave's wavelength is
longer than the IR wavelength. However, the wavelengths of IR and VL are
close together, and they behave similarly. Both are diffusely reflected from
light-colored things, absorbed by dark objects, and directly reflected from
glossy surfaces [61].
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Because low-cost semiconductor sources (such as lasers or LEDs) are
readily available in the NIR range of the spectrum, from 750 to 1000 nm,
they are frequently used. Additionally, silicon-based low-cost, high
bandwidth, and large area photodetectors which are necessary for reception

can operate in this range [62].

Large bandwidths of transmission, as well as resistant to interference
from nearby electrical equipment are two additional benefits of IR
transmission over RF transmission. Additionally, IR systems are perfect for
indoor environments because to their low transmission ranges and high data

speeds [63].

Because IR offers various advantages over VL, including high
bandwidth, light dimming, and flicker, which is not a problem in IR systems,
in addition to the problem of the multi-path dispersion and background noise,

as a result IR is utilized in our proposed systems.
2.6 Indoor OWC System Components

An OWC system, like any other wireless communication system, is
made up of three parts: a TX circuit, a RX circuit, and the channel that
connects them [61]. Figure (2.3) depicts the components of a typical indoor
OWC system. A light source, free space as a propagation medium, and a light
detector are the components of a simple OWC system. Electronic circuitry
modulates the light source and receives information in the form of digital or
analog signals. The source output is directed into free space using an optical
system (to regulate the radiated radiation, for example, to guarantee that the
TX is eye-safe). The received signal travels via an optical system (e.g., an
optical filter that rejects optical noise, a lens system or concentrator that
concentrates light on the detector), and the resultant photo-current is

amplified before reaching the signal processing circuits [64].
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Figure (2.3): Block diagram of OWC system [45].

2.6.1 Transmitter

An electrical signal that has been modulated with the data to be
conveyed is applied to a solid-state semiconductor-based source, such as an
LD or LED, and the source's intensity is changed in response to the signal.
Depending on the electrical driving circuits and demands of the
communication's modulation scheme, the electrical to optical transfer

function can be either linear or nonlinear [62].

The decision between LEDs and LDs is made depending on the
requirements and configuration in which they will be employed [65].
Because they offer greater optical power outputs, larger modulation
bandwidths, and linear electrical to optical signal conversion properties, LDs
are preferred over LEDs for indoor OWC TXs. When using advanced
modulation systems such as multi-subcarrier modulation or multilevel
signaling, signal conversion linearity is very critical. However, because of

safety concerns (eye safety), LDs cannot be utilized directly in indoor OWC
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systems, where radiation can readily penetrate the human eye. LDs are
extremely directed radiation sources that may deliver a significant amount
of power to a tiny region of the retina, causing lifelong blindness [66]. It
must be in some way dispersed in order to be considered eye-safe [67].
LEDs, on the other hand, are large-area emitters that may safely run at greater
power. In addition, they are less costly and more dependable. As a result,

LEDs are the light source of choice for most indoor applications [66].
2.6.2 Receiver

The RX is made up of an optical concentrator, a detector, and a
preamplifier [68]. Filters and compound parabolic concentrators (CPC) can
be used before the photodetector to increase signal reception quality [69]. In
order to enhance the effective area of the detector, optical wireless RXs
usually use an optical concentrator. Optical filtering is also commonly

employed to reduce out-of-band background radiation [67].
2.6.2.1 Optical Concentrators:

Path loss may be reduced in OWC systems by utilizing photodetectors
with a wide collection area at the RX end. Unfortunately, [70], because of
the large capacitance, the RX bandwidth is reduced and the thermal noise is
increased. As a result, an optical concentrator should be used to expand the
RX's actual gathering area [71]. Concentrators can be non-imaging or
imaging. However, non-imaging concentrators are preferred for most indoor
applications, figure (2.4) shows the types of concentrators. The non-imaging
concentrator hemispherical lens is very critical. When utilizing long-pass
filtering, it is possible to place a planar long-pass filter in between the
hemisphere and the detector, as shown in figure (2.4a). The band-pass filter
is deposited onto the outer surface of the hemispherical concentrator when

band-pass filtering is used, as illustrated in figure (2.4b). Another non-
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imaging concentrator the CPC as shown in figure (2.4c¢) is commonly used
in IR systems and enhances the collection efficiency of OWC RXs. It has a
substantially greater gain than the hemisphere, but at the cost of a restricted
FOV [70]. A bare detector, obtains an actual signal-gathering area of

1, x| <1

ADFE(8) = A, cos 8 rect (%) , rect(x) = {0 > 1

(2-3)

where FOV is the RX FOV (semi-angle from the surface normal), ¢ is the

incidence angle relative to the RX axis, and A4, is the actual area of the RX.

Filter 9 5

Photo-detector

Photo-detector

(@) (b)

Filter

CPC

Photo-detector
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Figure (2.4): Types of concentrator: (a) A hemispherical concentrator with long
pass filter; (b) A hemispherical concentrator with a band-pass filter; and (c) A

compound parabolic concentrator [70].
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The effective signal-collection area grows when a concentrator and filter are

added:

Agrr(8) = A, Tr(8)G.(8) cos § rect (\pi) (2-4)
the concentrator gain is G.(J), Ty (0) is the transmission filter, and the
concentrator FOV is ¥, (half-angle) [43], [72]. Non-imaging concentrators

usually have a trade-off between gain and FOV [73]. The internal refractive

index N, of an idealized non-imaging concentrator, G.(9) is given by [37]:

N 2
con < <
G.(5) = smecwy 00 =% (2-5)
0 5> W,

the acceptable semi-angle for the CPC is ¥, < 90° and N.,,= 1.7 [15]. The
gain inside the FOV grows when the FOV is reduced, as shown in the above
equation. The concentrator's gain approaches zero when the receiving angle

1s greater than the acceptance semi-angle [37].
2.6.2.2 Detectors

Photodiodes, also known as detectors, perform the optical to electrical
conversion. The detectors provide an output photocurrent /(t) that is relative
to the amount received intensity y(t) [55]. The positive-intrinsic-negative
(PIN) photodiode and the avalanche photodetector (APD) are two
possibilities for the detector. APDs employ the avalanche effect to provide
low noise gain, making them ideal for applications with less background
radiation. The gain of an APD, is actually harmful to performance in OWC
systems when shot noise owing to strong ambient light is the major noise
source [67]. APDs, on the other hand, are more pricey and have a
temperature-dependent gain [60]. As a result, PIN photodiodes are preferred
over APDs due to their ability to operate with a low-bias voltage, cheaper

cost, and tolerance to large temperature changes [74].
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When a photodiode receives an instantaneous optical power (Piysiant),
it immediately produces a photocurrent (Z,x0,0) can be used to describe the
photodiode's fundamental steady-state behavior. It is possible to write the

instantaneous photocurrent as [75]:

Iphoto = R Pipstant (2-6)

R stands for photodiode responsivity (4/W). In link modeling, a significant
metric is a responsivity, this is an illustration of the optoelectronic transition
from the optical to the electrical realm. The following is a model of the

responsivity [52]:

R=31 2-7)

_th

where ¢q is the charge of electron. The likelihood that an incoming photon
produces an electron-hole pair is represented by the device's internal
quantum efficiency, which is given as 7. The normal range of responses for

characteristic silicon photodiodes is 0.5-0.75 A/W [75].
2.6.2.3 Preamplifiers

Trans-impedance, high-impedance, and low-impedance preamplifiers
are the three types of optical RX preamplifiers as shown in figure (2.5).
Depending on whether the load resistor (R;) is small or big, the preamplifier
will be low or high impedance. R; is selected modest (usually 50 Q) for a
low-impedance RX such that the RX bandwidth / / 2z xR;x C,) is suitable
for the signal bandwidth. Ct denotes the total input capacitance, which
includes the photodetector capacitance as well as the amplifier's input
capacitance. The disadvantage of this strategy is that it has a lower

sensitivity; also, for tiny R;, the thermal noise associated with R; might be
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rather considerable. The same arrangement is used in a high-impedance RX,
but R, is increased to reduce the effects of thermal noise. The RX bandwidth,
on the other hand, is lower than the signal bandwidth, necessitating an
equalization step after the preamplifier. However, the RX's dynamic range is
lowered during the equalization stage. Because of their broad functioning
without considerably sacrificing noise performance, the trans-impedance
preamplifier has become quite popular for OWC applications. They also
have an excellent dynamic range. A trans-impedance preamplifier with a
substantial feedback resistance R, as shown in figure (2.5b) and an inverting

amplifier [70].
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Figure (2.5): Types of preamplifiers: (a) High-impedance and low-impedance

preamplifiers; and (b) Trans-impedance amplifier[70].

2.7 Modulation

RX performance at low frequencies, typically below 100 kHz, is
dominated by noise and interference from ambient light. Because of this,
base-band data transmission is not thought to be sufficient to provide stable
signal delivery. Therefore, to alter the spectrum beyond a few hundred hertz,

some form of modulation must be used [67]. Where the modulation is a
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technique for altering the properties of the wave that will be delivered by
placing the message signal over a high frequency signal [76]. There are
numerous modulation schemes that are appropriate for OWC systems, each

with unique benefits and drawbacks [67].

In OWC systems, the first stage involves encoding the data as a
waveform or waveforms, and the second stage involves modulating these
waveforms onto the carrier's instantaneous power. The two transmission
techniques that are most frequently utilized in OWC systems are intensity
modulation (IM) and direct detection (DD) [2]. The best modulation methods
for IM/DD in indoor optical wireless systems, such as O.0.K, are analyzed

in the next section, along with descriptions of IM/DD channels.
2.7.1 On-Off Keying Modulation

The small modulation bandwidth of light sources is the main obstacle
standing in the way of indoor OWC having a high transmission rate. In the
indoor OWC system, a variety of modulation methods have been employed.
The choice of which to use is determined by the desired application and

channel setup [72].

Pulse amplitude modulation with only two levels is known as O.0.K
modulation. Due to LDs and LEDs' rapid on/off capabilities, O.0.K is an
appropriate OWC modulation technique that is simple to apply in such
systems [2]. Bit 'l', which may take up all or part of the bit period, is
indicated by the presence of an optical pulse. The absence of a pulse, on the
other hand, denotes bit '0'. Both situations allow the pulse to fill either the
whole bit length, as in the case of O.0.K-non-return-to-zero (0.0.K-NRZ),
or only a portion of the bit period, as in the case of O.0.K-return-to-zero
(0.0.K-RZ) [77], resulting in improved power usage over O.0.K-NRZ at
the cost of a higher bandwidth demand [67].
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In O.0.K, a binary information signal directly modifies the amplitude

of an analog carrier. 0.0.K is mathematically shown as:

Q(t) =[1+m(t)] x E cos(wc)] (2-8)

where Q(t) is O.0.K wave, m(?) is the modulating digital information signal,
B/2 is un-modulated carrier amplitude, and w. is analog carrier radian

frequency.
2.7.2 IM/DD Channel

In general, IM/DD is used to create simple and inexpensive optical
carrier modulation and demodulation [64]. In IM/DD, the light intensity is
modulated as an information-carrying signal, and information is retrieved at
the RX side by measuring the received light intensity [78]. That is, only the
optical wave's intensity i1s recognized; neither its frequency nor phase are
specified [64]. Depending on how much optical power is incident, the
photodetector produces a current [2]. Numerous millions of light signals with
extremely short wavelengths are typically present in the usual detector
region, allowing spatial diversity and preventing fading [12]. This process
results in a real-valued, positive modulating signal (current). This is a key
distinction from RF coherent communications, in which the modulated
signal has complex-valued modulation. Additionally, due to operational,
safety, and lighting considerations, the modulated signal in IM/DD may be
peak-constrained and/or average-constrained [78]. Using IM/DD, the
channel's impulse response /(z) can be utilized to measure multi-path

propagation in an indoor OWC channel [15].
I(t) =R x(t) ® h(t) +n(t) (2-9)

where ¢ is the absolute time, x(z) is the transmitted instantaneous optical
power, @ denotes convolution, and /() is the received photocurrent at a

certain location. Lastly, n(?) represents the background light noise as shown
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in figure (2.6). In OWC IM/DD, background shot noise can be modeled as
Gaussian, white, and is independent of x(?) [15]. In equation (2.9), it's worth
noting that x(z) stands for power instead of amplitude. As a result, the signal
must be non-negative, and eye safety laws restrict the maximum optical

transmission power that can be employed [67].

Background noise

Input —>| Transmitter N Y premmeee ) * —  Receiver f—> Iy

LED or LD Photodetector

Figure (2.6): OWC system's IM/DD channel block diagram [99].

2.8 Challenges of Indoor Links

Indoor OWC systems, in comparison to outdoor OWC systems, have
shorter ranges and are not affected by environmental factors such as fog,
rain, snow, or mist. The loss of the indoor link is solely due to a lack of free
space. Direct-LOS and diffuse configuration are the two indoor optical
wireless transmission strategies. Direct-LOS systems have greater
transmission rates and better power efficiency, as well as lower multi-path
dispersion and path loss. The disadvantage of this arrangement is that it
suffers from shadowing and concern for eye safety, resulting in a reduction

in average TX power and hence a reduction in total power efficiency.
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The diffuse structure is resistant to shadowing and simple to utilize,
allowing for more mobility. The diffused system, on the other hand, has a
higher path loss and so needs greater TX power levels and a wider photo-
detecting area at the RXs. It also experiences multi-path dispersion, which
occurs when the transmitted signal travels through numerous paths to the RX
as a result of reflections off the walls, ceiling, and other objects. ISI is caused
by diffused systems' multi-path propagation, which becomes essential at

larger data rates.

Ambient light, which is a mixture of incandescent light, fluorescent
light, and sunshine, is a noisy component of indoor OWC systems, making

it a critical issue in reaching better S/N at the RX [56].

Background noise, multi-path dispersion, photo-detector high
capacitance, and optical safety standards are all factors in OWC systems. In

this subsections, these constraints are briefly explored.
2.8.1 Multi-path Characteristics of the Channel for Diffused Radiation

The diffused linkages rely on light that is reflected from the walls,
ceiling, or any other diffusely reflecting object. Due to such reflections, the
optical signal from the TX to the RX experiences temporal dispersion. This
results in ISI, which is the main big obstacle to transmission speed [40]. The
transmitted pulse spreads due to multi-path propagation, resulting in smaller
pulse amplitudes and a wider delay-spread. This limits the maximum
transmission rate, which is determined by the size of the room and the

reflection coefficients within it [79].

Several innovative strategies have been developed in order to
overcome this. One of these is the use of an ADR [80]. Several

photodetectors with a limited FOV are used in ADR. In order to capture light,
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each photodetector is directed in a separate direction with varying azimuth

(Az) and elevation (£7) angles [37].
2.8.2 Optical Eye Safety Requirements

If used incorrectly, optical wireless devices, like their radio
equivalents [81], can cause harm to the eyes and/or skin. However, due to
the eye's capacity to concentrate and focus optical energy, the damage to the
eye is more severe. The amount of radiation risk is determined by a variety
of factors, including beam characteristics, operational wavelength, exposure
intensity, exposure time, and distance from the eye [2]. Depending on the
wavelength and whether the source is an LED or laser, source size may also
have an impact on the risk. Diffuse big area sources are generally safer
because their power cannot be focused as sharply onto the retina as a point
source, however this is not always the case. The quantity of optical power
that should be transmitted by the TX is limited by eye safety considerations,
which limits the range of an OWC system. The international electro-
technical commission (IEC) establishes eye safety regulations, and LDs are
classed into classes 1, 2, 3A, and 3B according to their total radiated power.
They specify that all TXs must still be class 1 eye safe at all times, and that
the launch power for systems using laser sources must not exceed 0.5 mW

[66].
2.8.3 Photodetector High Capacitance

IM/DD is used by a number of OWC systems. The DD RX's S/N is
proportionate to the square of the optical power received. Furthermore, eye
safety restrictions and electricity utilization limit the transmitted power. Due
to these constraints, to gather the most power and enhance S/N, a
photodetector with a big photosensitive region should be employed.

Regrettably, a big photosensitive area leads to excessive capacitance (as the
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photodetector capacitance is proportional to the area of the photodetector).
Large detector capacitance decreases the available RX bandwidth because of
the capacitance serving as a low-pass filter at an amplifier's input. Instead of
using a single photodetector, a group of photodetectors is used to minimize
the impacts of excessive capacitance while also maximizing the gathered
power [2]. To expand the RX's actual area of collection, it is preferable to

use an optical concentrator [71].
2.8.4 Interference from Ambient Light Sources

The OWC RXs detect both the targeted signal and ambient light-
induced background noise [2]. Sunlight, incandescent lights, and fluorescent
lamps are the three primary sources of ambient lighting [67] see figure (2.7).
Even with the use of optical filtering, light from the sun, the sky, and
incandescent bulbs is virtually unmodulated and can be picked up at average
powers that are far higher than the intended signal. Shot noise, which is the
main source of noise in most IR RXs, is caused by the direct current (D.C.)
photocurrent that results [82]. Within the photodetectors' wavelength range,
these sources produce a large amount of power and also add shot noise, and
when their intensity is high, they can saturate the photodetector [30]. If
disregarded, artificial ambient light sources generate a periodic interference
signal that has the potential to reduce connection performance. Because of
this, it is essential to understand ambient light sources in terms of both their
optical power spectra and observed electrical spectra in order to create

efficient strategies for reducing the interference they cause [83].

Diversity detection is an effective and easy strategy for reducing the
damaging effects of multi-path dispersion and ambient light noise [84].
These RXs have the ability to spatially exclude unwanted signals,
significantly lessening the effects of background light noise [85].
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Figure (2.7): Noise sources' spectral power densities, both natural and artificial

[2].

2.9 Angle Diversity Receiver

Diffuse system linkages depend on reflections from surfaces like the
wall, ceiling, and other reflectors rather than TX-RX alignment. When
compared to direct-LOS lines, diffuse communication links are influenced
by multi-path dispersion (which produces pulse-spread and considerable
ISI), as well as greater path losses [86]. The transmitted optical signal is
significantly harmed by noise from directed sources (natural and artificial),

potentially reducing the S/N [35].

Diversity detection is a suitable solution for combating background
noise as well as multi-path dispersion since it can result in considerable
performance improvements [29]. Direct noise rays are rejected, and

reception is based on reflected components of the signal. Signal detection
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has been found to increase by expanding the number of active branches on a
RX [35]. Multiple detectors directed in various directions are used in the
ADRs' design. The detectors' small-FOVs are optimized to contain the
optical signal and reduce background noise. Each detector's received optical
signal can be treated independently, and the selection or combining
algorithms can be used to process it. Every branch has a distinct pointing

direction that is established by two angles, Az and E/ [38].

There are a variety of different diversity schemes to examine. SBC,
MRC, and EGC are three of the most popular strategies. They differ in how
the signals are weighed and merged. SBC merely chooses the branch with
the highest S/N out of all the others [28]. In contrast to the SBC strategy,
MRC makes use of every branch. An adder circuit is used to mix the output
signals from each branch. In order to increase the S/N, each input is added
to the circuit with a weight (according to its S/N) [14]. EGC, on the other
hand, is MRC in general but does not attempt to weight the signals; all of the
weights at all of the diversity branches are the same. The EGC approach may

be described using the same signal processing description as before [28].
2.10 Model for Multi-Path Propagation

The position of the TX, RX, and reflectors, as well as their patterns,
affect the propagation properties of an internal optical wireless channel. The
movement of both people and things has an impact on these features as well,
but because this movement is slow compared to the speed of data
transmission, the channel is thought to be fixed at specific TX and RX
locations. The signal, in order to reach the recipient, takes different paths,
and this leads to the spread of the signal, which in turn leads to the ISI of the
signal, and as a result, the amount of data transmitted is limited. As the room
dimensions' increase, the multi-path dispersion rises due to the increase in

the distance of the ray takes to reach the recipient.
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Gfeller, F.R., and Bapst, U. measured the reflections of a variety of
substances employed in the indoor environment [87]. Based on the surface
roughness and incidence angle, they observed that reflectivity ranged from
0.4 to 0.9, while reflectivity for white plaster walls ranged from 0.7 to 0.85
[87]. They also found that the power reflected off the walls or ceiling takes
on a shape similar to a Lambertian pattern. Thus, in their study and this
dissertation, the reflecting components were viewed as tiny emitters that
distribute the received data along numerous paths from TX to RX, improving

the diffuse channel's tolerance to shadowing.

The power emitted into a solid-angle element by the TX may be

represented as [27]:

dpn psource dA COSn®1 Cos ®2 (2_10)

~ 2mR?

where (n+1)/2 guarantees that integrating throughout the surface of a
hemisphere delivers the total average transmitted optical power (Psource)
produced by the source, and & is the incidence angle in relation to the TX's
normal, ¢, denotes the angle formed by the incident ray (R;) from the TX
and the normal of the reflecting element, #z is the mode number defining the
radiated beam's shape, R, is the separation between the reflecting component
and the TX, and dA4 is the reflecting element's area. Accordingly, the half-
power half-angle (4,,) 1s connected to the transmitted beam's n mode

number [30].

. —In(2)

~ In(cos(hpsq)) (2-11)
To focus the energy on a certain region of interest, n is greater for

sources with a narrow beam, whereas a Lambertian source has a value of n

equal to 1. Because all surfaces are assumed to be rough, n equal to 'l"' is a

good choice [88].
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Due to the surface elements reflecting the signal in different directions
and in the shape of a Lambertian pattern, the received power at the detector

is given by[27]:

dp, = :i’é A, T cos™elem 3, cos§ rect (%) (2-12)

R; is the distance separating the RX from the reflecting element, /"is the
reflection coefficient of the reflecting element, £ is the angle made by the
reflected ray's normal and the reflective element's normal R, and ¢ is the
angle between the normal of the RX and the incident ray, 4, 1s the area of the
detector, and 7., 1s the mode number of the reflecting element. Finally,
rect(o/FOV) represents the condition that if the arriving ray is incident at an
angle greater than the angle of the FOV, then the received power drops to

zero.
2.10.1Calculation of Received Optical Power Using Ray Tracing

Because of the multiplicity of propagation, the rays take several paths
to reach the destination of the recipient, and this leads to a temporal
dispersion, so the received power is calculated using the ray tracing
algorithm. Optical rays that have been reflected by various reflectors are
tracked to the detector or additional reflectors by following all possible
pathways. The surfaces that reflect light in a room were split up into a
number of equal-sized, square-shaped reflection elements to simulate the
reflections. The size of the surface element determines how accurately the
received optical signal power and impulse response shape are shaped. It has
been suggested that the reflection components are small TXs that from their
centers, dilute the incoming signals into Lambertian patterns with n=1

radiation lobe modes [30].

The first two reflections get the most of the sent optical power, while

the reflections beyond the second-order are quite modest [37]. As a result,
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reflections up to 2™ order were taken into account in the modeling of the
optical wireless channel and illuminance noise sources in this dissertation.
The ray tracing setup for a diffuse channel is seen in figure (2.8). Tracing
every possible light path between the TX and RX will allow to determine the

impulse response of the OWC channel.

When 1% order reflections (p,;) and 2™ order reflections (p,») are taken
into consideration, the entire received optical power (P,,) at the RX may be

represented as [27]:

Pee = Y24 (prj) (2-13)

M is the total number of reflecting surfaces in the room for 1% and 2™ order

reflections.

Receiver

Trancmitter

Figure (2.8): Ray tracing for first and second-order reflection for diffuse design.
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2.10.1.1 Calculation of First-Order Reflection

Upon placement of the TX and RX on the communication floor, in
this case, there 1s no direct communication between the TX and RX, so the
signal is subject to several reflections to reach the RX. Based on the
conclusions of Gfeller, F.R., and Bapst, U. [87] that plaster walls can be
regarded as Lambertian reflectors because they have reflecting surfaces
(n=1), using equation (2.10) twice, the optical received power of 1% order
reflections (p,;) can be calculated, Light first moves from the transmitting
source TX to the reflecting surface, after which it moves from the latter to
the receiving source RX [73], as presented in figure (2.9):

n+1

Pr1 = n2pzpg Psource [1dA; Agpr(6) cos™ @y cos @, cos™elem B, (2-14)

The effective signal-collection area is A (6), which can be found in
equation (2.4). After substituting into equation (2.14), the received power
becomes:

n+1

Pr1 = mpsource 1—‘1d‘41‘4r Tf(5)Gc (5) cos” Ql Cos QZ cos'etem1 ﬂl

cosd rect (q}i) (2-15)

C

dA1s the area of the first reflecting element, /7, represents the reflection
coefficient of the first reflecting element, #..m; 1s the mode number for the
first reflective element, the concentrator gain is G.(J), and 7;(9) is the filter

transmission (where it isn't take into account in this dissertation).

As illustrated in figure (2.9), four angles are required by equation

(2.15), and they can be computed as [75]:

COS(®1) = —ﬁt.(::l_rt) COS(Q)z) = ﬁl-(;tl_rl)
_ A1.(rp_11) 5) = Ar.(r1-17) 2.1
cos(py) = 2T cos(#) =2 2-16)
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where 7, r;, and r, represent the location of the TX, reflection element, and
RX, respectively. While 7, 7;, and 1, represent the normal for the TX, first

reflection element, and RX respectively.

- Receiver
Transmitter

Communication
floor

Figure (2.9): Ray tracing for first-order reflection.

2.10.1.2 Calculations of the Second-Order Reflection

In order to calculate the power received for the second reflection at the
recelving end, it is calculated from the TX to the first reflecting element,
from the first reflecting element to the second reflecting element, and finally
from the second reflecting element to the RX, as shown in figure (2.10),

where we get [33]:

n+1
Pr2 = 2 RIRIRE Dsource [1 [ dA; dAy Agrr(6) cos™ @y cos @,
cos™elemi o, cos a, cos™elemz B, cos § rect(5/F0V) (2-17)
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where R; between the first and second reflecting elements is the separation
distance, R, between the second reflecting element and RX is the separation
distance, the second reflecting surface ' s reflection coefficient is /5, dA>
square-shaped second reflecting element's surface area, 71,02 is the 2" mode
number of the reflecting surface, a; is the angle formed by the first reflective
element's normal and the reflected ray Rj;, o> is the angle formed by the
second reflective element's normal and the incident ray R;, £ is the angle
between the normal of the second reflective element and reflected ray Ry,

and o is the angle between the normal of the RX and the incident ray.

Second-order reflection requires six angles [75], which may be
calculated similarly to 1%-order reflection by scanning the ray from TX to

RX as shown in figure (2.10):

cos(@,) = —ﬁt'(zll_rt) cos(®,) = —ﬁl'(;tl_rl)
cos(ay) = —ﬁl'(z_rl) cos(a,) = —ﬁzl(;:m

_ R (rp_13) 5) = Ar.(1r2-17) 7.1
cos(fy) = B cos(8) = Re (2-18)

where i, and r; represent the normal of the 2" reflection element and

represent the location of the second reflection element respectively.

Finally, the distances R, R;, R», R3, and R, may be determined using
the formula below [75]:

Ryir = \/(xr—xt)z + (yr—yt)z + (Zr—Zt)z

Ry = \/(x1—xt)2 + 1-y)? + (21-2,)?

RZ = \/(xr—xl)z + (yr—yl)z + (Zr—Zl)Z

R; = \/(xZ—x1)2 + (V2-y1)* + (22-21)?
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Ry =/ (tr—x2)% + (Vr_y2)? + (2,-2,)? (2-19)

where R ;- used for direct link between TX and RX, R; and R, are used for
calculating the distance from the sender to the RX for first-order reflection,
and R;, R;, and R, are used for calculating the distance from the sender to the

RX for second-order reflection

Receiver

Transmitber

Communication
floor

Figure (2.10): Ray tracing for second-order reflection.

2.11 Impulse Response

The received optical power from multi-path reflection can be specified
using the channel impulse response. A simulation identical to that described
by Barry et al. [88] was used to calculate the impulse response owing to the
varied reflections. The impulse response is practically continuous, but the
reflective elements are divided into small square shapes in order to obtain a
reasonable delay in the calculation and, at the same time, acceptable
accuracy. Thus, depending on how long it takes each ray to arrive at the RX,

the impulse response shows the received optical power as it arrives to the
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RX in "time bins" of varying lengths of time. The time bin value was
synchronized to the length of time needed for light to go between close-by
reflecting elements by gradually tracing rays from the centers of various
reflective elements. Consequently, a reasonable suggestion for the time bin

width is made [33]:

VdA
thin = — (2-20)

(o

For a certain TX-RX position, rays received at identical time intervals are
combined and stored. The calculation is very accurate when the dA is close
to zero, but at the expense of a delay in the calculations, which takes a long

time.

The impulse response of the indoor optical wireless channel may be
thoroughly examined. The impulse response may be used to derive a variety
of metrics, including R.M.S delay-spread, path loss, and S/N, the latter of
which requires the reception and ambient background noise to be

determined.
2.12 R.M.S Delay-Spread

When the TX and RX are both positioned on the communication
surface, in this case, direct communication is absent between the TX and RX,
so the ray takes many paths to reach the receiving point, and this leads to the
spread of the pulse, which leads to ISI [89]. Because some rays take a long
path and others take a short path to reach the reception, so each ray has a
different effect in spread of the signal, so the R.M.S is taken to calculate the
delay-spread , where it given by [90]:

_ Z(tj—li)zprjz _ Xtjpr
Dgpyr = /TTJZ U= ot (2-21)
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where ¢ represents the temporal delay connected to the received optical
power (which depicts the impulse response behavior within a time bin
period) and p denotes the mean delay. When the position of the TX,
reflecting surfaces, and RX are constant, the delay-spread is predictable
fixed. As the impulse response is calculated, the delay-spread is established
for each site. Actually, if the reflective objects in the space change, such fans
moving or people entering and leaving, the R.M.S delay-spread for a given
TX and RX position may change. These impacts are not taken into account

in this dissertation.
2.13 Ambient Light Calculations

The speed restrictions of optoelectronic devices (LEDs and PIN
photodiodes), high path loss, multi-path dispersion, shot noise caused by
natural light on the receiving photodetector, and artificial light interference

are all factors that affect how well wireless IR systems function.

Shot noise is produced by both natural and artificial ambient light, and
it is frequently the dominating noise source. Daylight, incandescent light
(such as halogen and tungsten filament lamps), and fluorescent light sources
are the main sources of ambient light in an interior setting. Within silicon
photodetectors' wavelength range, these sources produce a sizable quantity
of power, as well as add shot noise, and when their intensity is sufficient,
they can saturate the photodetector. Although ambient light can be
significantly brighter than the data signal being delivered, various methods
(like optical filters) can be utilized to diminish its impact [30]. A Lambertian
source can be used to represent ambient light, such as incandescent bulb

lighting.

As a result, the background light level produced by such a source at

the RX may be represented as [29]:
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Pt_noise,v = (pd_noise + pr_noise)v (2-22)

where Py n0ise Tépresents direct power noise from lamps, the total optical
power received from reflecting components (first and second order

reflection) across the room 1S P, ,0ise, and v 1s the number of lamp.

The received noise power equations in first and second-order
reflection, as seen in figure (2.11), can be written with the help of the
received power equations for the signal given in section sub subsections

(2.10.1.1) and (2.10.1.2) with some differences as written [30]:

_ Nigmp+1 n n
pr_noisel - ZﬂzR%R% plamp FldAl Ach (6) Ccos ‘lamp @1 CcOoS @2 coslelem1 Bl

cos & rect(5/F0V) (2-23)

_ Mygmptl n
Pr noise2 = 2T3RZRZRZ Piamp I I; dAl dAZ A, G, (8) costamp @1 cos Q)z

cos™element1 o, cos @, costelementz 3, cos § rect(5/ FOV) (2-24)

while the noise power received from the direct road can be calculated as

follows:

ampt1
Pd_noise = Slamp”_ Piamp Ay Gc (8) cos™amp (Ql) COS(6) reCt(6/F0V)

21RZ;,.

(2-25)
where piump 1s the power emitted by the lamp, 72,1, 1s the mode number of the
lamp, and Ry, is the separation distance between the lamp and the RX. The
sum of noise power hitting the detector from all spotlight sources (direct
noise power, first and second order reflection noise power) is the overall

noise power reaching the RX at a certain point, and it may be written as:

Pt_noise = Zg=1(pd_noise)v + 21‘5:1 Z§=1(pr_noise1)v +

25:1 Zlg=1(pr_noise2)v (2-26)
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where V represents the over-all number of lamps, S is the overall number of
the first reflecting surfaces, and H is the total number of the second-order
reflective surfaces. The calculations of the angles for 1% and 2™-order
reflection are the same as the calculations given in section (2.10), except that

the TX here is the lamp, not the LED, so the normal vector is 7,4y, for

transmitted angle .

Direct link

First-order reflection
Second-order reflection

Figure (2.11): Ray tracing of lamps' direct path, first and second order reflections.

2.14 S/N and BER Calculations

The best method for evaluating the performance of the OWC system
1s the S/N, which takes noise and signal dispersion into consideration. The
S/N connected with a received signal may be determined in O.0.K by taking
into account the following factors: P,; and Py (the powers corresponding to
logic levels 1 and 0). ISI is determined by these powers (Ps; and Pyy), which
determine eye opening during a sample instant. The S/N is calculated as

follows [38]:

S/N — Rx(psl_pSO) (2_27)

2 2 2 2 2 2
\[O'pr""fbn +0& +\/apr+abn +0%,
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where R=0.5 A/W [29], the shot noises o and oy are related to the received
signals Ps; and Py, respectively. The background shot noise element g»,may

be calculated using its related power level p;oise as [91]:

Opn = \/2 X q X Pt—noise X R X BW,eceiver (2-28)

where pnoise, and BW .ceiver tepresent the received background power and RX
bandwidth respectively. oprrepresents the preamplifier noise. g, can be

found by using following equation [92]:

Opre = noise current spectral density X \/ BWyeceiper (2-29)

The noise related to the received power (ps; and pyy) can be measured

from [91]:

Osj = \/2 X g X psj X R X BWyeceiver (2-30)

where oy 1s the shot noise connected to the signal that was received (py), j

1s associated with logic levels '1' and '0'".

The number of bits in error divided by the total number of bits received

at the RX is known as the BER [55]. To find it apply the following law [86]:

BER =~ erfc < \/@) (2-31)

where S/N is expressed as a ratio rather than in decibels.
2.15 Path Loss and Channel Bandwidth

The integration of the channel impulse response /4(#) taking into
account reflections from the walls, ceiling, and other objects is known as
optical path loss, and it is one of the key characteristics that can be used to

measure the signal quality [32]. The path loss can be given by [3]:

Path,ss = —101ogyo (. h(D)) (2-32)
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Consequently, poor system performance is caused by an increase in optical

power path loss coupled with an increase in delay-spread[93].

Coherence bandwidth of the channel can be calculating by using [3]

1
5XDspr

BandWidthcoh’So% = (2-33)

The decorrelation percentage is indicated here as 50%. OWCs channels don't
undergo multi-path fading, but if the LED modulation bandwidth is more
than the channel coherence bandwidth, the channel might be classified as a

frequency selective channel because of dispersion [3].

2.16 Calculation of the (Received Power, 3dB Channel
Bandwidth, and S/N) for ADR

The CDS (wide beam TX with a wide-FOV RX) system uses a single
detector that faces upwards and is placed on the communication floor, but
this is not the case for ADR; it has many detectors, each of which is oriented
in a given direction and inclined at a particular angle; as a result, the RX's
normal is not straight, forcing adjustments to the reception angle
computation. In the ADR, the reception angle 6 must be calculated using the
analysis in [26], taking into account the Az and EIl angles as well as the
reflecting elements. In order to determine o for any detector oriented at (x,,
Vr, zr) over the communication floor, a point was established on the (1m)
above the detector (x,, y,, z,), as shown in figure (2.12). A triangle can be
created by joining the point, the detector's midpoint, and the midpoint of a
reflecting element. As a result, the angle of reception from a surface element

onto an ADR is defined by [26]:

—

[EP|” = |PR| + |ER|” - 2|PR| |ER| cos(6) (2-34)
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the separation distance between the RX and a common point is represented
by |PR|, the separation distance between the RX and the reflecting element
is represented by |ER|, and the reflective element's separation from the point

is depicted by the symbol |EP|.

The following equations can be used to find these distances [26]:

|PR| =1+ (tan(El)) (2-35)
|ﬁ?)|2 = (x,_x5)% + ( )2 + (z,_zg)*? (2-36)
r—XE Vr-YE r—ZE
—,2 2 2 2
EP|" = (xp-xz)" + (%p-y&) + (2p-2&) (2-37)
(Az)
Xp = Xr izz(;) (2-38)
in(Az)
Yo =Vr + o (2-39)
(Xg,Ye-2E)
Z .
A Point (Xp.}-‘p,zp} E
7
______________ g
Z
Receiver (x.y,.Z;) °
\ r:T

Figure (2.12): Angle of receiving analysis for angle diversity.
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Z, =z, +1 (2-40)

with substituting (2.38) - (2.40) in (4.37) produce:

2 2
=312 _ cos(4z) sin(Az)
|EP| - [((tan(El)) + xT) B xE] + [((tan(El)) + Yr> B YE] +

(1 + z,) — zg]? (2-41)

Reception angle after find |PR|, |ER|, and |EP)] is:

—2 — 2 =2
|PR|”+|ER| —|EP|
2|PR||ER]

cos(6) =

(2-42)

The power received for first-order reflection while utilizing ADR may
be calculated by putting equation (2.42) in the reception angle ¢ for equation
(2.15):

n+1

Rz Psource F1Ardx‘11 GC (5) cos™ (Z)l COoS (2)2 coselem '31
2

Pr1 = ZﬂzR%

PR +|ER|" - [EF|’ s
2.|[PR||ER| ’”"Ct( /FOV) (2-43)

while the power obtained for second-order reflection when utilizing ADR
may be calculated by adding (2.42) to the reception angle for equation (2.17):
n+1

Pr2 = 3pepzgz Psource [1 12 ddr dA; Ay G, (8) cos™ @, cos @,

—12 =2 =2
Nelement1 Nelement2 |PR| +|ER| _|EP| (6 ) _
cos Q1 COS a5 COS B 2 [PRI[ER| rect /FOV (2-44)

In the frequency domain rather than the time domain, the influence of
the multi-path effect on optical wireless channel bandwidth may be easily
understood. The Fourier transform of the channel impulse response may be

used to calculate the channel frequency response H(f) as [42]:
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H(f) = [h(t)e/2™tdt (2-45)
The 3-dB channel bandwidth H(f;.45), 1s commonly used in practice as
[42]:
|H(f3-ap)|? = 5 |H(0)? (2-46)
where the impulse response can be used to determine the channel DC gain H
(0).
H(0) = [ h(t)dt (2-47)

The SBC scheme 1s taken into account in the ADR when calculating
S/N. SBC is a simple diversity approach. The RX simply selects the branch
with the highest S/N among the available branches. The S/Ngpc is presented
by [29]:

W2
S/Nspc=max, (M)b, 1<b<k (2-48)

o1+0g

the overall number of detectors utilized in the angle diversity approach is

denoted by «.
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CHAPTER THREE

CHANNEL MODELING OF AN INDOOR OWC
SYSTEM (SINGLE DETECTOR)

3.1 Introduction

In order to describe the internal OWC system, there are many things
that must be prepared and taken into consideration before starting the
calculation. First, define the type of the system, whether it is direct or non-
direct, LOS or N-LOS. The channel that connects the TX to the RX is taken
into consideration. Ambient noise from artificial sources and multi-path
dispersion also must be modeled. Finally, a package of simulations for the

aforementioned is required.

This chapter, investigated the first proposed system after validating
the simulation result and ensuring the code is correct. The flowcharts and
steps that need are to calculate the parameters are displayed. An investigation
1s performed by several parameters like delay-spread, path loss, S/N, BER,
and channel bandwidth.

3.2 The Outcomes of the Validation Simulation

The CDS is evaluated for two primary reasons. The first reason is to
make sure our simulator is operational and capable of evaluating new OWC
systems. The second reason is to utilize existing setups as a starting point for
developing new OWC configurations. The simulation's outcomes are
presented as an impulse response, R.M.S delay-spread, path loss, and S/N.

Following table (3.1) represent comparison between our validation

results and results of the other works.
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Table (3.1): Comparison between our validation results and previous works.
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The CDS system's R.M.S delay-spread , S/N, and path loss, results are
quite similar to prior work published in [29], [32], [37], [94], but the impulse
response shows a difference of 15% from the previous work. After the results
were validated, we could make some changes in the code to be compatible

with our own system.
3.3 The Model of the Proposed OWC Single Detector System

The code was adjusted according to the characteristics of our system
for the empty square room size (length=5m, width= 5m, and height=3m),
once the findings were discovered and compared to earlier work [29], [32],
[37], [94]. The TX is positioned directed toward the ceiling on the
communication floor (2.5m,2.5m,Im) with emitted power (1W) with a
diffuse Lambertian pattern (n=1), so there is no direct link between the TX
and RX and depend they only on the reflections to reach the rays to the RX.
The Lambertian pattern (n=1) was used to maintain the integrity of the eyes
and skin. Reflection up to 2™ order reflection is considered. The reflection
coefficient of the walls and ceiling is /"= 80%. The reflections from the floor

are neglected.

Because of the inverse link between the bandwidth of the RX and the
photodetector's capacitance as stated in the following law, one of the
parameters that has been adjusted is the photodetector area, where the
sensitive area of the photodetector has been lowered in order to enhance the

RX bandwidth [95]:

1

BWyeceiver = m (3-1)
C=—2ri (3-2)
dthick

where C, duick, €., €, and R; are the capacitance of the photodetector, detector

thickness, the permittivity of air, the permittivity of silicon, and resistance of
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the load, respectively. The values of dgjcx = 100 pm, R;=50 Q [95], &,=11.65
[96], and choose the area of RX 4, =10 mm?, after substituting these values
into the equations above, we get that the maximum bandwidth of the RX is

308 MHz and the data rate that can be transmitted is 308 Mbit/sec, as in [9].

The FOV of the RX is narrowed in order to lessen the influence of
ambient noise and delay-spread by rejecting the rays that fall at an angle
greater than the FOV, but at the expense of reducing the received power. To
increase the receiving power and increase the RX bandwidth (by decreasing
the area of the RX), the concentrator is used to keep the detector area small
while increasing the optical power received at the effective area by
converting a group of rays that are incident on a wide area into a group that
emerges from a smaller region and fits the photodetector area. The equations
found in sub subsections (2.10.1.1) and (2.10.1.2) are used to find the
received power at the receiving point, taking into account the concentrator
gain, which can be found from equation (2.5). The R.M.S delay-spread can

be found from the equation found in section (2.12).

To assess the system while taking into account ambient noise and
mobility, four lamps are used; they are positioned 2m above the
communication floor; the distance of the lamp from the wall is 1m; and the
distance between the lamps is 3m. The lamp distribution along the x-axis at
y = Imand y =4m. The positions of these lamps are (1m, Im, 3m), (4m, 1m,
3m), (Im, 4m, 3m), (1m, 4m, 3m), and (4m, 4m, 3m) as shown in figure
(3.1). Equations given in section (2.13) can be used to calculate ambient
noise. The preamplifier utilized in the suggestion system is a trans-
impedance amplifier (TIA) and the thermal noise current of it is 2.5 pA/VHz,
S/N can be found with the help of equations found in section (2.14). The

power of reflection from reflecting elements is Lambertian in nature.
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Figure (3.1): Distribution of lamps for room dimension (5m, 5m, 3m).

The reflecting elements are divided into a series of equal square
shapes, where the size of the square-shape of the reflective’ elements for
first-order reflection is 5ecm x 5cm (dA;) and 20cm % 20cm (dA») for second-
order reflection. This division is chosen to have an acceptable time for
simulation and a reasonable accuracy result. The FOV is optimized by
changing it in steps to these values: (FOV=90°, FOV=60°, FOV=30°, and
FOV=10°). The results of each change are shown in order to know which
FOV boost the system's performance and lessen the impact of background
and ambient noise. The following sections contains the flowcharts of the

simulation.

3.4 MATLAB Simulation Flowcharts of the Single Detector
Model

In this section will contain the steps and flowcharts of calculating the

parameters of proposed system in the MATLAB program.
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3.4.1 Calculation of Total Received Power

A public flowchart of the power received from the first-order
reflection and second-order reflection is shown in figure (3.2). The
calculation is divided into two parts: the first part calculates received power
from first-order reflection, and the second part calculates received power
from second-order reflection. Finally, the total impulse response is produced

by combining the first and second order reflection impulse responses.

Start
Input
required
arameters
Calculate powe Calculate power
received from received from
first reflection second reflection

k4

produce impulse] [ produce impulse
response by use 4 response by use
time bin J L time bin

Impulse response
from first and
second reflection

i

Figure (3.2): Flowchart of calculating first and second order reflection

received power and produce impulse response.
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3.4.1.1 Flowcharts of Calculating First Order Reflection

To calculate the received power from first reflection elements, follow

these steps:

1.

9.

Define all the values that are present in equation (2.15), such as area
of the first reflection element (dA;), reflection coefficient for first
reflection elements /';, mode number #, area of the RX 4,, responsivity
R, speed of light ¢, FOV, transmit power psouce, and that are needed in
the calculation, like the location of the TX (x, y;, z,), and the location

of the RX (x,, v, z/)

. The initial value of x; and y; is 0.025m to take the center of the

reflective element and the increment by 0.05m, while z;-3m.

. The position of the first reflection element is represented by x;, y,, z;.

Start calculating the received power reflected from the first location
of the first reflected element (here is ceiling) as shown in figure (3.3).

Calculating R; and R,.

. Find all the angles &, &, 5, 0.

Calculate the inverse of the received angle J (acos (J)) that is

represented by (receangle).

. Compare the value of (receangle) with FOV.

. If the receangle is less than or equal to FOV, calculate the received

power (by using equation 2.15) of first-order reflection at this location.

Save it in the store.

10.Calculate the required time to travel from the TX to the RX.

11.Save it in another store.

12.Repeat steps from 4 to 11 to trace all locations of the first row of the

first reflecting element by incrementing y; by 0.05m for each move.
Increment x; by 0.05m to start calculation of the received power of the

second row and so on.
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[Input parameters x;=0.025 and z;=3 ]

;

v1 =0.025

|
\/

[ Calculate distances (R; and R;) ]

v

Calculate all angles

01,02 pF,andd

and take the inverse of received angle ¢
(receangle)

Yes

receangle > FOV

Calculate the power and
time and save them in a
stores

{ Increment y; by 0.05 ]

No
Yes
Increment xq by 0.05
No x1>4.975
Yes

Collect the power that has
same time and produce
impulse response

Figure (3.3): Flowchart of calculating first-order reflection received power from

the ceiling.
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13.After tracing all the points, collect the received power that contains
the same time and produce an impulse response

14.Calculate the received power from the first wall by repeating all the
steps from (2 to 13) and taking into account the change in the (for

loop) as shown in figure (3.4). Where y,=0 and x; and z; change in

steps.

15.Repeat step 14 for the second wall and change y; from 0 to Sm.

Gtar)

[Input parameters x;=0.025 and y;=0 ]

N
oy
I
oy
(=)
[}
n
S

[ Calculate distances (R; and R>) ]

A

Calculate all angles

D1, @2 f1, and &

and take the inverse of received angle &
(receangle)

Yes

receangle > FOV

stores

Calculate the power and
time and save them in a

A 4

[ Increment zy by 0.05 ]

No

Yes
[ Increment xy by 0.05 ]
No

Yes

impulse response

Collect the power that has
same time and produce

Figure (3.4): Flowchart of calculating first-order reflection received power from

the first wall.
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16. Repeat step 14 for the third wall and take into account the change in
(for loop) where the y; is replaced instead of the x;, where the y;
changes in steps and X, 1s constant and set to 0.

17.Repeat step 16 for the fourth wall and take into account the change in

(for loop) where change x; from 0 to Sm.
3.4.1.2 Flowcharts of Calculating Second Order Reflection

After the calculation of the received power from the first reflection
elements, we continue to calculate the received power reflected from the

second reflection elements by following these steps.

1. Define all values that are required in equation (2.17) beside the
definitions of first-order reflection, like d4, and 7' to calculate the first
reflection from the first reflecting element, then the rays reach the
second reflecting element instead of reaching the RX. Finally, it
reaches the RX. The location of the second reflective element is
represented (X2, y2, Z2).

2. To calculate the first reflection from the first reflecting elements (here
the ceiling) and the second reflection (from the four walls), first,
initialize x; and y; = 0.05m, z; = 3m. For calculating four walls,
replace (xi, yi, z1) with (X2, y2, z2). Where the initial value of x; is
0.1m, while z, is 1.1m, and the step of increment is 0.2m, y, = 0. From
the flowchart shown in figure (3.5), we have four (for-loops); two for-
loops to trace the first reflection elements (xi, yi, zi) from the ceiling.
and two to trace the second-order reflection elements (X2, y2, z) from
the first wall.

3. First we start calculating the received power of the first location of the
first reflection element and first location of the second reflective
element.

4. calculating R;, R3, and R,.
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5. Find all angles & &, a1, az, >, 0.

6. Calculate the inverse of received angle 0 (acos (0)) that represented by
(receangle).

7. Compare the value of (receangle) with FOV.

8. If the receangle is less than or equal to FOV, calculate the received
power (by using equation 2.17).

9. Save it in the store.

10.Calculate the required time to travel from the TX to the RX.

11.Save it in another store.

12.Repeat steps from 4 to 11 to trace all locations of the second-order
reflection for the first location of the first-order reflection by
incrementing x, and z; by 0.2m as shown in figure (3.5).

13.Finishing all the calculations of the first location of the first reflection
(ceiling) and the second reflection from four walls by repeating steps
from 4 to 11 and taking the change of the x,, y» and z, into account.

14.Moving to the second location (by incrementing y; by 0.05m and
repeating steps from 4 to13) until the complete first row at x;=0.025m.

15.Moving to the second row by incrementing x; by 0.05m and so on.

16.Complete all tracing of the first reflection from the ceiling and second
order reflection from four walls by repeating the steps from 4 to 15,
and collecting the received power that contains the same time and
produces an impulse response.

17.Received power of the first reflection from the first wall and the
second reflection from the ceiling and other three walls can be
calculated by following the steps from 2 to 16 and taking the change

displayed in figure (3.6) into consideration.
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Y
Start
Increment zy by 0.2
¥
Input parameters and No
X1=|].|]25 and 1’1=3
Yes
Increment x; by 0.2
xy=0.1 and y,=0 No
>4
Yes
n=11 Calculate power reflection
from second wall and
. time and save then in the
v same stores
. y
Calculate distances (R; ,R3, and R4) ( i Y
Calculate power reflection
y from third wall and time an Increment x; by
Calculate all angles save them in the same stores 0.05
\
01,05 a,a:p;,and§ Y
s :
and take the inverse of the received angle Calculate power reflection
(receangle) from fourth wall and
time and save them in the
\ same stores
Yes Y
receangle >FOV Collect the powers that
Ll has same time and
0.05 produce impulse response
No
Calculate the power and time No Yes
and save the in a stores w

Figure (3.5): Flowchart of second order reflection (first reflection from the

ceiling and second reflection from the four wall).
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18.Received power of the first reflection from the second wall and the
second reflection from the ceiling and other three walls can be
calculated by following also the steps displayed in figure (3.6) and
take into account change in the coordinate of reflective elements, here
y1=5m instead of 0 and y,=0 instead of Sm and following all the steps
from 2 to 16.

19.While the calculation of received power of the first reflection from
third wall and second reflection from other three walls and ceiling is
the same steps shown in figure (3.6) but here y; is a change in steps
and x; constant and equal to 0 and x, =5m and following all the steps
from 2 to 16.

20.Calculating the received power of the first reflection from the fourth
wall and the second reflection from the other three walls and ceiling,
but in this case, x; is equal to Sm and x; is equal to 0, and following
all the steps from 2 to 16.

21.After complete calculation of second order reflection, collecting
received power that have same time to produce impulse response for
second-order reflection. Finally, collecting first and second-order
reflections impulse response to produce total impulse response.

22 Note that this calculation is for one location of the RX and a specific
value of FOV. In our case, where the RX has 100 locations, all the
steps (first and second reflection) are repeated 100 times. These steps

are also repeated when FOV is changed.
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Figure (3.6): Flowchart of second order reflection (first reflection from the first

wall and second reflection from the three walls and ceiling).




3.4.2 Flowcharts for Calculating Delay-Spread and Path loss
Figure (3.7) shows the steps of calculating delay-spread:

1. Repeat the steps in subsection (3.4.1) to produce an impulse response.
Calculate the delay-spread by using equation (2.21).

Save the value that was found in the store.

S

Repeat the steps (from 1 to 3) 100 times because we changed the

location of the RX 100 times on the communication floor.

Input required
parameters

Ty
Calculate power Calculate power
received from first received from second

reflection pl"l(i) reflection prz(i)

'

A

( Combined rays that ) Comblned rays that
have same time have same time
received and produce received and produce

\__impulse response impulse response

[ Total impulse response from

first and second reflection

Calculate delay spread

=(g—m)’pr?

spr ZP"

Save the result in a
store

3

[ Increment i ]

Figure (3.7): Flowchart for calculating the delay-spread.
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5. The path loss calculated is the same as the steps used in the delay-
spread except that in step 2 the equation used in calculating path loss

is (2.32) as shown in figure (3.8).

[ Input required ]
parameters

>

\

Calculate power Calculate power
received from first received from second

reflection py(i) | reflection p2(i)
(" Combined rays that ) Combined rays that

have same time have same time
received and produce received and produce

\__impulse response impulse response

Total impulse responsefirst
and second reflection

4
Calculate path loss

Path;,,, = —101log,o(f _ h(1))

+

[ Save the result in a ]

store

[ Increment i ]

Figure (3.8): Flowchart for calculating path loss.
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3.4.3 Flowchart for Calculating Channel Bandwidth

To calculate the channel's bandwidth and learn how much data may
be transferred, follow the same steps of calculating delay-spread and path
loss except that in step 2 the equation used in calculating channel bandwidth

is (2.33) as shown in figure (3.9).

[ Input required ]
parameters

-~
Calculate power Calculate power

received from first received from second
reflection p,1(i) reflection p,>(i)

—

>y

((Combined rays that ) Combined rays that
have same time have same time
received and produce received and produce
\__impulse response __J impulse response

Total impulse response from
first and second reflection

Calculate bandwidth

1
Bandwidth = ——
5 X Dg,,
Save the result in a
store

[ Increment i ]

Figure (3.9): Flowchart for calculating channel bandwidth.
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3.4.4 Calculation of Noise Power

In order to find the S/N by using MATLAB, we first need to write a

code to find the background noise from the direct path, first and second

reflections. The next sub subsections contain the flowcharts and the steps to

calculate background noise.

3.4.4.1 Direct Path Noise Power

Figure (3.10) depicts the flowchart for finding the direct path noise

power from each lamp.

1.

Input the required parameters and note that the power of each lamp is
65w and the mode number 1S 75py=33.1. (Xiamp, Yiamp, Ziamp) T€present

the location of the lamp.

. Calculate Ry that represent the distance between the lamp and RX.

Find all the angles ¢ is a representation for the angle formed by the
lamp's normal and the reflected ray R and 6 displays the angle
between the incident ray R;;-and the RX normal.

Calculate the inverse of o (acos (0)) that is represented by the

receangle.

. Compare the value of the recceangle with the FOV.

If the receangle is less than or equal to FOV, calculate the received

noise power (used equation 2.25) of the first lamp.

. Sum the noise power with the previous noise power.

Repeat the steps from 2 to 7 to find the noise power for each lamp by

incrementing Xiamp and Vigmp.
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power

v

Increment yy,mp by 3

Figure (3.10): Flowchart for calculating direct path noise power.
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3.4.4.2 First Order Reflection Noise Power

In the first order reflection, there is no reflection from the ceiling

because the lamps are positioned on the ceiling, so only the reflection from

four walls is calculated by following these steps:

l.

To calculate the noise reflected power from the first wall, put y;=0 and

X1 1s changed in steps.

. Calculate R; and R>.

. Calculate the angle ¢ is a representation for the angle formed by the

lamp's normal and the reflected ray (R;); ¢, represents the angle
between the incident ray (R;) and the reflecting element's normal; £;
represents the angle between the normal of the reflection element and
reflected ray (R>), and ¢ represents angle formed between incident ray
(R,) and the RX's normal.

Calculate the inverse of & (acos (d)) that is represented by the

(receangle).

. Compare the value of the rectangle with the FOV.

If the receangle is less than or equal to FOV, calculate the received

noise power of the first lamp (using equation (2.23)).

. Sum the noise power with the previous noise power.

. Repeat the steps from 2 to 7 to complete the tracing of the first wall

by incrementing x; and z; as shown in figure (3.11).
Repeat the steps from 2 to 8 to find the noise power from all lamps for

the first wall by incrementing Xiamp and yiamp as shown in figure (3.11).

10.To calculate the noise reflected power from the second wall, put

y1=5m, X; and z, are changed in steps, and repeat the steps from 2 to

9.
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11.To calculate the noise reflected power from the third wall, put y;

instead of x; and change y; in steps and x,=0. Repeat the steps from 2

to 9.

s ™
Input parameters
(. 4
v
s N

¥1=0, Xjamp=1, and zj3,p=3

+-1
ylamp=1

‘L(

xq =0.025

v

z1 =1.025

v

[ Calculate distances (R; and R>) ]

Calculate all angles

i1, 02 f1,and S

and take the inverse of received angle ¢
(receangle)

Yes

receangle > FOV

Yes

[ Increment x; by 0.05 ]

Yes

[ Increment yjy,p by 3 ]

Calculate the noise power at the
receiver and collecting it with
previous noise power

[Increment z; by 0.05]

No
YIamp>4
Yes
[ Increment xj,p by 3 ]

Figure (3.11): Flowchart to calculate the noise power of the first reflection from

the first wall.
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12.To calculate the noise reflected power from the fourth wall, put x,=5m

and y; instead of x; and changed in steps. Repeat the steps from 2 to

9.
3.4.4.3 Second Order Reflection Noise Power

In the second order reflection, there is no first reflection from the
ceiling because the lamps are positioned on the ceiling, so only the reflection
from four walls is calculated, but there is a reflection from the ceiling in the
second order reflection. By following these steps, the noise power can be

calculated.

1. After the calculation of noise power from the first-order reflection and
direct path is completed, we continue to calculate the second-order
reflection. We start by calculating the first reflection from the first
wall. Instead of reaching the rays to the RX, it reaches the second
reflecting element (ceiling) and then reaches the RX. As shown in the
flowchart that is represented in figure (3.12), we have (six for-loops):
two for-loops to trace all lamps, two for-loops to trace the first
reflection elements and two to trace the second-order reflection
elements.

2. We start the calculation of the first lamp by putting y;=0 and x; and z,

are changed in steps and; z,=3m and x, and y, are changed in steps.

Calculate R; and R;3, R..

Calculate the angle &;, @, a;, az, f2, and 0.

Calculate the inverse of 6 (acos (0)) that represent by (receangle).

Compare the value of receangle with the FOV.

NS W

If the receangle less than or equal to FOV calculate received noise
power of the lamp using equation (2.24).

8. Sum the noise power with the previous noise power.
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9. Repeat the steps from 3 to 8 to complete the tracing of the second-
order reflection of the ceiling for first location of the first reflection
from first wall by increment x, and y, as shown in figure (3.12).

10.Repeat the steps from 3 to 8 to complete the tracing of the second-
order reflection of the three walls for first locations of the first
reflection from first wall and take the change of x», y», and z, into
consideration.

11.Repeat the steps from 3 to 10 to complete the tracing of the second-
order reflection of the other three walls and ceiling for all locations of
the first reflection from first wall and take the change of the x, ,yi,z1,
X2, V2, and z, into consideration.

12.Repeat the steps from 3 to 11 to find noise power reflect from other
lamps by incrementing in Xjamp and Yiamp.

13. Repeat the steps from 2 to 12 to calculate the first reflected noise
power from the second wall and by putting y;=5m and y,=0.

14.Repeat the steps from 2 to 12 to calculate the first reflected noise
power from the third wall by putting y, instead of x; where is change
in steps and x;=0 and x,= Sm.

15.To calculate the noise reflected power from the fourth wall, repeat the
step 14 and put x;=5m and x,= 0.

16.Finally, after all the calculations of noise power from direct path, first,
and second order reflections, we sum these powers to get a single

value that represents total background noise (p; noise)-
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Increment x; by
SR Increment x; by 0.2 0.05
{ x;=0.1 and z,=3 ] No x>49
Yes
(" Calculate the noise power
y2=01 reflection from second wall at Increment iy by
P the receiver and collecting it 3
v | with previous power
Calculate distances (R; ,R3, and R +
Ry ) (" Calculate the noise power ) Y™ No
) reflection from the thrird wall lamp
at the receiver and collecting it Yes
Calculate all angles [ with previous power ‘
O01,05a,azf,andd Increment xj,pp by
and take the inverse of the received angle (" Calculate the noise power ) 3
(receangle) reflection from the fourth wall
at the receiver and collecting it
\_ with previous power No
Yes l "Iamp>4
receangle >FOV Increment z; by
0.05 Yes
No Yes
22975

Calculate the noise power at
the receiver and collecting it
with previuos power

Figure (3.12): Flowchart to calculate the noise power of the first reflection from

the first wall and second reflection from ceiling.
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3.4.5 S/N and BER Calculation Flowcharts

e 2 kW

The steps to compute S/N are shown in Figure (3.13).

. Calculate the received power from 1 and 2" order reflection by

following all the steps found in subsection (3.4.1).

Calculate the background noise as shown in subsection (3.4.4) and
calculate g,.

Other noise, such as preamplifier noise g;,., should be calculated.
Find p,; and p,o and find noise associated with the signal o;;.

Find the S/N in ratio.

Find S/N in dB by taking a logarithm of it.

In the store, save the S/N value.

Repeat all the steps 1 to 7 for all RX locations.

Same steps of S/N from 1 to 5 and apply equation (2.31) to find BER

as shown in figure (3.14).

10.Save the value in the store.

11.Repeat all the steps for all RX locations.
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;
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Figure (3.13): Flowchart of the S/N.
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Figure (3.14): Flowchart of the BER.
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3.5 Results of the Proposed System

The effectiveness of a suggested system in the presence of background
noise, mobility, and multi-path is investigated. We considered many FOVs
of the optical RX (FOV =90°, FOV = 60°, FOV = 30°, and FOV = 10°). The
TX was positioned in the center of the room (2.5m,2.5m,1m), and to get an
accurate result, we assumed 100 random locations of the RX to give an
overview of the system's performance, where x and y axes are variable
randomly and z is constant at z=Im, and at each location, the impulse
response was obtained. In addition, we used the impulse response to find the

R.M.S delay-spread, channel bandwidth, path loss, BER, and S/N.
3.5.1 Impulse Response

To show the effect of the FOV of the RX on the system's work, the
impulse response of the system was obtained for each change when the
sender is in the center of the room (2.5m, 2.5m, Im) and the RX is positioned
in two separate positions in the room, one in the center (2.5m, 2.5m, 1m) and
another on the side (Im, 1m, Im), as shown in figures (3.15), and (3.16),
respectively. As the RX is situated in the center of the room, the maximum
power received is 0.15781 uW for FOV =90°, and 1.782 uW for FOV = 10°.
On the other hand, as the RX is placed in the room's corner, the maximum
power received is 0.1161 uW for FOV =90° and 0.2816 uW for FOV = 10°.
When the TX and RX are in the middle of the room, the maximum received
power is related to the shortest distance between them; as a consequence, the

rays travel a short path to reach the RX.

The figures also demonstrate that when the FOV decreases, the power
received is increased. The R.M.S delay-spread decreases (represented by the

narrow width of the pulse) because the range of rays that can be accepted by
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the RX is limited and this lead to the possibility of increasing the

transmission data.

) x107
—~FOV (90°) - ~FOV (60°) ~~FOV (30°) —FOV (10°)
%\] sl , x10° |
E .
.
g 1t Zooming |
g — ! (b)
o (a)
z )
20.5] | 05 ]
x
-\ 0
A 18 20 22 24
0 ,........‘I ,

0 10 20 30 40 50 60 70 80
Time (ns)

Figure (3.15): (a) Impulse response when the TX and RX positioned in

the middle of the room; (b) Zooming of the impulse response of (a).
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Figure (3.16): (a) Impulse response when the TX positioned in the
middle of the room and RX placed in the corner; (b) Zooming of the

impulse response of (a).
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3.5.2 R.M.S Delay-Spread

Additional details on the geographic distribution of characteristics like
RMS delay-spread, S/N, path loss, BER, and channel bandwidth may be
obtained using CDF. The comparison is performed for several FOVs (90°
,60°,30°, and10°). Place the TX at the center of the room (2.5m, 2.5m, 1m)
and the RX at 100 different locations chosen randomly on the
communication floor (z= 1m). Because of multi-path reflection, the rays
arrive at the RX through multiple pathways and different times, causing the
pulse to spread. Figure (3.17) shows how R.M.S delay-spread may be
measured with the CDF function and compared with different FOVs. The
statistics show that the change in FOV has an impact on the R.M.S delay-

spread.

When FOV = 90°, the delay-spread for all RX locations exceeds 2 ns,
reaching 2.297 ns for 60% of the entire location, whereas it can reach 0.637
ns when the FOV is set to 10° for 60% of the entire location. The delay-
spread for all RX locations is less than 1.5 ns when FOV = 10°. This implies
that when the FOV becomes narrow, the delay-spread decreases because the

reception rejects the rays that travel a lengthy trip to arrive at the destination

208 i ,'
a X 0.63624 / ,.—-r" 1 x 2.297
:?‘O 6 Y 0.6 :f' ll 3Y0.6
2 /oA
O e i
204 I X { e FOV (909
2 f’ j , i - -FOV (60°)
502 ! ! i =--FOV (30°)| -
//" i | —FOV (10°)
O I’ - .:’
0 0.5 1 1.5 2 2.5 3
Delay spread (ns)

Figure (3.17): CDF of the delay-spread.
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and fall at an angle larger than the FOV. The increase in channel capacity is
because of the improvement in R.M.S delay-spread performance. From the
figure, some locations have a high delay-spread and others have a lower
delay-spread regardless of the value of FOV. This is because the distance
between TX and RX leads to decreased delay-spread when it is short and

vice versa.
3.5.3 S/N Analysis

The ambient light-induced shot noise weakens indoor OWC
communications significantly. The most basic modulation method for the
OWC system is O.0.K. A rectangular pulse of the same length as the bit
period is used by O.0.K. Convolution of the impulse response with a
rectangular transmitted pulse of 3 ns produced the pulse response. This
corresponds to a bit rate of 308 Mbps. Furthermore, the pulse responses were
evaluated across the whole communication floor. We employed a TIA
developed in [97], and a noise current is 2.5 pA/\/Hz. The CDF S/N result is
shown in Figure (3.18), where the effect of the change in FOV has a
significant impact on S/N when the system is operating under the effect of

surrounding noise sources, RX noise, mobility, and multi-path dispersion.

When the FOV is reduced, the S/N improves. For 80 percent of total
location, S/N reaches 4.91 dB for FOV of 90°, while S/N reaches 16 dB when
FOV equals 10°. The reason for the low S/N is that the effect of noise on the
signal is very high when the RX is beneath the lamps and away from the TX,
whereas other locations have a high S/N due to two factors: first, the spacing
between the TX and the RX is shortest (at this RX location) compared to
other regions, resulting in a strong received signal. Second, because the RX
is not illuminated, the noise effect is extremely low. The figure shows that
when FOV becomes narrow, S/N is improved because the narrow FOV

rejects more rays of the background noise at all locations of the RX. Also
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Figure (3.18): CDF of the S/N.

note that the S/N for both FOV 90° and 60° is overlapping because the angle
for both of them is large enough to receive background noise where in some
locations the effect of the spotlights is very high for one of the FOV and low

for the other FOV and vice versa.
3.5.4 Bit Error Rate

The BER is related to the S/N where the rate of receiving error bits is
decreasing as the S/N increases and this leads to the possibility of increasing
the transmission data rate. Figure (3.19) shows that when FOV is decreased,
S/N is increased consequently BER decreases. When the FOV is 90 degrees
BER for 50% of the entire RX site reaches 0.273, while when the FOV is 10
degrees, the BER reaches 4.4x10*. The lowest BER that is available when
the FOV is adjusted to 10°. As a result, FOV must be reduced to achieve a

minimum BER and increase in the transmitted data rate.
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Figure (3.19): CDF of the BER.

3.5.5 Channel Bandwidth and Path Loss

Channel bandwidth determines the amount of the data rate that can be
transmitted, so the wider the bandwidth channel, the more data can be
transmitted. According to figure (3.20), when the FOV is at 90°, the channel
bandwidth hits 89 MHz for 60% of the whole RX location, whereas it reaches
378.07 MHz when the FOV is at 10°. When FOV drops, bandwidth increases

because R.M.S delay-spread is minimized as a result of refusing to accept
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Figure (3.20): CDF of the channel bandwidth.
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the rays that take the lengthy path to reach the RX, there is an inverse
relationship between bandwidth and delay-spread.

Path loss is a measure of the amount of the attenuated signal due to
the path that it takes to reach the RX. The more path loss, the less power is
received. Path loss affected by FOV variation; figure (3.21) shows that for
50% of the total RX location when FOV = 90°, path loss reaches 61.9 dB,
and 61.32 dB when FOV = 10°. We notice from the figure that the path losses
for different FOVs overlap because the receiving power of a particular FOV

is close to the receiving power of another FOV.
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Figure (3.21): CDF of the path loss.
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CHAPTER FOUR

ANGLE DIVERSITY RECEIVER (MULTI
DETECTORS) FOR INDOOR OWC SYSTEM

4.1 Introduction

One of the best methods for combating the negative effects of multi-
path dispersion and ambient light noise is diversity receiver. The detectors
of ADR can spatially exclude unwanted signals, lowering the effects of
ambient light noise and multi-path dispersion considerably [91]. The signal
gathered from each branch detector is processed independently in an optical
RX with numerous branches to create the final output electrical signal. For
the sake of simplicity, SBC is used to process the generated electrical signals

[12].

This chapter includes flowcharts that assist in calculating the
parameters and comparing the proposed system utilizing ADR and CDS
system while taking into account ambient noise and multi-path dispersion

when the RX is traveling along the x-axis at y = Im and 2m.
4.2 The Proposed System Configuration

To investigate the effects of using wide beam transmission with ADR
on the performance of the indoor OWC system and compare it with CDS.
Simulations were created using a room with a dimension of 5 m x 5 m (length
and width) with a 3 m height ceiling for the configuration as seen in figure
(4.1), where the reflectivity of the walls and ceiling is 80%. Previous studies
have demonstrated that plaster walls reflect light rays in a Lambertian
function-like pattern [87]. As a result, Lambertian reflectors were used to
represent reflecting elements. The reflecting elements were created by

splitting the room's reflecting surfaces (walls and ceiling) into a series of

85



square-shaped reflection elements of equal size. These elements were
represented as Lambertian reflectors (n = 1) and operated as secondary
emitters. According to earlier studies, the received optical power is only a
little affected by third-order and higher reflections [87], [88] As a result, this

study considers reflections up to the second order.

& &/
/
L
< am

2m Zz=3m

il 4 N

Figure (4.1): Dimension of the modelled room.

For the configurations studied, 5 cm x 5 cm surface elements for first-
order reflections (dA;) and 20 cm X% 20 cm surface elements for second-order
reflections (dA4,) were employed (CDS and our proposed system). These
parameters were chosen to keep the computation within a suitable duration
and measurement range. The TX was located in the central of the room on
the communication floor (2.5m, 2.5m, 1m), aimed upwards, and it generates
(1 W) total optical power with a perfect Lambertian radiation pattern to
preserve skin and eyes when simulating both the CDS and the proposed
system. Because the TX and RX are both on the communication floor. The
direct path is absent between them, so only reflected rays reach the RX, so

the received signal is affected by the multi-path. The ADR is positioned in
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different places. As a result, the experiment will be conducted under the

impact of mobility, background noise, and multi-path dispersion.

The detectors are installed on the square pyramid frustum faces, as
seen in figure (4.2). The square pyramid frustum detector diversity system
consists of five detector branches. Each ADR and CDS detector has a
photosensitive area of 10 mm? and an R=0.5 A/W. The area of the

photodetector is chosen to be small in order to increase the bandwidth of the

Figure (4.2): Structure of the angle diversity receiver.

RX, which leads to increased data transmission because there is an inverse
relationship between the area of the photodetector and bandwidth. When the
area is increased, the capacitance of the photodetector also increases. As a
consequence, the bandwidth is decreased, as seen in the equation that is
present in section (3.3). Each branch follows a specific path that may be
identified by two angles: (4z) and (E/) angles. Four detectors were
distributed among the four square pyramid sides; hence the azimuth angles
of the detectors were determined by dividing 360 by 4. As a result, the 4z
angles for the detectors were 4Z,=0°, 42,=90°, AZ;=180°, AZ=270°, and
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AZ5=360°. The photodetectors' EL was optimized and configured to generate
a high S/N, with EL,=90°, EL,=65°, EL;=55°, EL,~65°, and ELs=55°. For a
fair comparison, any three narrow FOV photodetectors of an ADR are
selected, which when combined produce the same FOV and coverage area
as a single detector RX (FOV = 90°). As a result, all photodetectors' FOVs
were set to FOV = 30°.

In our systems, four spotlights PAR38 are used as noise sources to
explore the influence of background noise on the intended signal, assess the
system's S/N, and look into the benefits of having an ADR to reduce this
effect. Each lamp radiates a (65 w) optical power in the form of a narrow
beam-width, which is represented as a Lambertian radiant intensity of order
Niamp=33.1 for h,,,=11.7° [30]. The spotlights are situated at (1 m, 1 m, 3 m),
(4m, 1 m, 3 m), (1l m4m,3 m), and (4 m, 4 m,3 m) on the ceiling. These
bulbs produced a bright environment. For comparison, the same bulbs are
used in CDS. This work does not account for the impact of sunlight coming

in via windows.
4.3 Calculations in ADR

In ADR, we have five detectors, and each detector will calculate its
parameters for each location and compare the results to choose the detector
that has the best value. The next subsections contain flowcharts for
calculating impulse response, 3dB channel bandwidth, S/N, delay-spread,
and BER.

4.3.1 Flowchart for Calculating Impulse Response

The steps used to calculate received power from 1% and 2" order
reflections and produce impulse response are the same as those described in
chapter three (subsection (3.4.1)) but using equations (2.43) and (2.44).

Where the impulse response for each detector is calculated (as shown in
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figure (4.3)) and the detector with the highest received power is chosen. This
calculation is for one location of RX and TX. When the RX or/and TX

changes its locations, all the steps shown in figure (4.3) are repeated.

[mput required
parameters

— T

Produceimpulse| | Produce impulse Produce impulse Produce impulse | | Produce impulse

response of first response of tespanse of thrd esponse of fourth| | response of ffth
detector second detector detector detector detector

Choose detector that has the hest
{mpulse response

Figure (4.3): Flowchart for calculating the impulse response.
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4.3.2 Flowcharts for Delay-Spread and Path Loss Calculation

To find the minimum delay-spread and path loss at all locations of the

RX, follow these steps as shown in figures (4.4) and (4.5) respectively.

1. Using the procedures in subsection (3.4.1), determine the received

power of first-order and second-order reflection for the first detector.

(Start

=1

[Input required parameters]

>

[

1

r N
Produce impulse
response of first

Produce impulse
response of

4 N\
Produce impulse

response of third

Produce impulse )
response of fourth

\
Produce impulse
response of fifth

detector second detector detector detector detector
[ Calculate | Calculate Calculate Calculate ] ( Calculate |
 delay spread | | delay spread | | delay spread | | delay spread | | delay spread

l

)

[ Compare delay spread between the detectors and choose

detector that has a minimum delay

|

[ Save it in a store ]

[ Increment x;. ]

Figure (4.4): Delay-spread flowchart.
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2. Collect the received power that have same time and produce an
impulse response.
3. By using equation (2.21), the delay-spread is calculated and saved it

1n a store.

4. Repeat the steps from 1 to 3 for the other four detectors.

(Start)

. >
Input required parameters
]
A |
p
Produce impulse| |Produce impulse Produce impulse| |Produce impulse Produce impulse
response of first response of response of third response of response of fifth
detector second detector detector | fourth detector detector

loss loss loss loss loss
¥

[Calculate path] [Calculate path] [Calculate path] Calculate path] [Calculate path]

1
[ Compare path loss between the detectors and choose detector ]

that has the minimum path loss

|

Save it in store ]

Y

7

Increment x, ]

\

- No xr>4

Yes

Figure (4.5): Flowchart for calculating path loss.
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. Compare the delay-spread of the five detectors and choose the detector

that has the minimum delay-spread for this location.
Save the value in a store.

Repeat the steps from 1 to 6 for all locations of the RX.

To find the minimum path loss at all locations of the RX, the same

steps of delay-spread are followed, except step 4 using equation (2.32) as

shown in figure (4.5).

4.3.3 Flowchart for Calculating 3-dB Channel Bandwidth

Use the procedures in figure (4.6) to determine the maximum 3-dB

channel bandwidth that will result in an increase in transmission rate at all

RX locations.

1.

Calculate the received power of first-order and second-order reflection
for the first detector by following all the steps outlined in subsection

(3.4.1).

. Collect the received power that have same time and produce an

impulse response.

. Calculate the channel frequency response using the Fourier transform

and a 3-dB channel bandwidth can be used by using equations (2.45)
and (4.46) respectively.
Repeat the steps from 1 to 3 for the other four detectors.

. Compare the results of the five detectors and choose the detector that

has the maximum 3-dB bandwidth.

Save it in a store.

. Repeat the steps from 1 to 6 for all locations of the RX.
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Figure (4.6): Flowchart for calculating 3-dB bandwidth.
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4.3.4 Flowcharts for S/N and BER Calculation

S/N can be determined by using select the best combination to select

the detector with the highest S/N. Follow these steps to calculate S/Ngpc as

shown in figure (4.7).

l.

Calculate the S/N of the first detector by using the steps in subsection

(3.4.5) and save it in a store.

. Repeat step 1 for the other four detectors.

Selecting the best combining technique is used to choose the detector
that has a high S/N.
Calculate S/N in dB.

. Save the value 1n a store.

Repeat the steps from 1 to 5 for all locations of the RX.

BER can be found by following these steps as shown in figure (4.8).

. Calculate the S/N of the first detector by using the steps in subsection

(3.4.5) and save it in a store.

Repeat step 1 for the other four detectors.

. Using select the best combination to choose the detector that has a

high S/N.
Calculate BER.
Save the value 1n a store.

Repeat the steps from 1 to Sfor all locations of the RX.
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Figure (4.7): Flowchart for calculating S/N.
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4.4 Simulation Results and Discussion

The effectiveness of the proposed system is examined in this section
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in the presence of background noise and multi-path (because of the absence
of a direct path between TX and RX) when the TX is always placed on the

communication floor in the center of the room (2.5m, 2.5m, and 1m), as well



as mobility when the RX is moved along the x-line (Im, 2m, 3m, and 4m) at
y=Im and y=2m. The CDS results and our recommended system results will
be compared. Impulse response, 3-dB channel bandwidth, BER, path loss,
and R.M.S delay-spread were used to represent our findings and will be

explained in the next subsections.
4.4.1 Impulse Response

The received optical power from multi-path reflection can be specified
using the channel impulse response. The OWC system's impulse response is
continuous in practice; we combined the received power using a time bin
(1ns duration) into a single received power to limit the effect of subdividing
reflecting surfaces (ceiling and walls) into small elements, resulting in the
smoothness exhibited in the impulse response. To show the impulse response
for both CDS and wide beam TX with ADR, the impulse response of the
system is obtained when the sender is in the center of the room
(2.5m,2.5m,1m) and the RX is positioned in two separate positions in the
room, one on the side (Im, 1m, 1m) and another in the center
(2.5m,2.5m,1m), as shown in figures (4.9) and (4.10), respectively. These
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Figure (4.9): Impulse response when the TX in the center of the room and

RX in the corner.
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Figure (4.10): Impulse response when the TX and RX in the center of the
room.
positions of the RX represent the worst and best case scenarios of the

received power.

As the RX is placed in the room's corner, the maximum power
received 1s 0.1161 uW for the CDS system. While the maximum power
received is 0.3362 uW for the ADR system. When, on the other hand, the
RX is situated in the center of the room, the maximum power received is
0.15781 uW for CDS and 0.6312 uW for the ADR system. When the TX
and RX are in the middle of the room, the highest received power is
proportional to their close proximity; as a result, the rays travel a short

distance to reach the RX.

The figures also show that when using ADR the R.M.S delay-spread
decreases because the range of rays that the RX can accept is limited by FOV
= 30°, so the rays that travel a long path and fall at an angle greater than FOV

are rejected.
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4.4.2 R.M.S Delay-Spread

Since non-directed transmission causes multi-path dispersion in
indoor OWC, ISI may arise. The pulse-spread caused by the temporal
dispersion of the receiving signal can be precisely described by the R.M.S
delay-spread. Because certain rays travel a great distance to reach the RX
while others only travel a short distance, each ray has a different effect on
the spread of the signal; thus, the R.M.S is used to calculate the delay-spread.
For comparison and observation of improvements in the system while
utilizing the ADR, the R.M.S delay-spread for both CDS and our proposed

method is computed at each given RX position.

The comparison is presented in figures (4.11) and (4.12), where the
R.M.S delay-spread when the RX is traveling along the x-axis at y =1m, is
2.16 ns for CDS when the RX is at the corner (1m,1m,1m) and (4m,1m,1m),
and equal to 2.29 ns when the RX is moving toward the center (2m,1m,1m)

and (3m,1m,Im). The delay-spread rises when the RX is moving toward the
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Figure (4.11): Comparison of delay-spread between CDS and ADR when the

sender is placed at (2.5m,2.5m,1m) and reception is traveling along the x-axis at

y=Im.
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center because the RX accepts more rays that take a long time to reach the

RX because of the wide FOV (FOV = 90°).

The R.M.S delay-spread is reduced when a wide-FOV is replaced by
ADR because of the narrow FOV being used, which rejects the rays that are
incident at an angle greater than FOV (FOV = 30°), which is equal to 0.923
ns when the RX is situated at the corner and decreases to 0.823 ns when it is

situated at (2m, 1m, Im) and at (3m, Im, 1m).

When the RX travels along the x-axis at y = 2m the delay-spread for
both systems is shown in figure (4.12). The delay-spread for CDS is 2.2926
ns when the RX is at (1 m, 2 m, 1 m) and (4 m, 2 m, 1 m), while it is 0.88455
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Figure (4.12): Comparison of delay-spread between CDS and ADR when the

sender is placed at (2.5m,2.5m,1m) and reception is traveling along the x-axis at

y=2m.

ns for ADR. When the RX is close to the TX, it is equal to 2.3301 ns for
CDS while it is equal to 0.67633 ns for ADR. It is evident from the findings
that the delay-spread for CDS increases when the RX is at y = 2m, because
the wide-FOV RX at this location accepts more rays that travel a long
distance to reach the RX than it does at y = Im. When ADR is used, the

delay-spread is decreased because the distance between the TX and RX is
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smaller than it was in the previous scenario (when y = 1 m), which causes
the rays to travel a shorter distance to reach the RX and the narrow-FOV

causes rays incident at an angle greater than 30° to be rejected.
4.4.3 S/N Performance Analysis

In OWC systems, O.0.K employs a rectangular pulse with a duration
equal to the bit period (3 ns). The S/N is computed using the powers p,; and
pso, Which correspond to logic levels 'l' and '0", respectively. Indoor OWC
suffers greatly from preamplifier noise, shot noise connected with the signal,

and shot noise in the RX's circuitry produced by ambient light.

In the ADR, the SBC technique is used to pick the detector with the
highest S/N among all detectors. The photosensitive area for both CDS and
each detector in ADR is 10 mm? in order to enhance the photodetector's
bandwidth. The bandwidth of each detectors and CDS is 308 MHz. The bit
rate is 308 Mbits/sec where the bit rate and bandwidth are equivalent as in
[73]. As in [97] the preamplifier employed is TIA with a noise current
spectral density of 2.5 pA /(Hz)”.

Figures (4.13) and (4.14), respectively, show the S/N for both systems
when the TX is situated in the middle of the space and the RX is travelling
along the x-axis. Figure (4.13) shows the S/N for CDS and ADR and
compares them. S/N equals -9.4 dB for CDS and 3.677 dB for ADR when
the recipient is in the room's far corner. When the RX is moving toward the
center of the room, S/N reaches 7.3328 dB for CDS, while it reaches 12.828
dB for ADR, where increased in S/N by 5dB when ADR is used because it
filters out direct rays of noise from spotlights due to detectors' being inclined
at a specific angle, only the reflections reach the RX, so the S/N improves.

The system performance is enhanced compared with CDS when using ADR.
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Where the effect of the spot lights is too severe on the desired signal, this can
be seen very clearly in the CDS system depicted in the figure, which has S/N

in the negative.
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Figure (4.13): Comparison of S/N between CDS and ADR when the sender is

placed at (2.5m,2.5m,1m) and reception is traveling along the x-axis at y=1m.

The case where the RX is traveling along the x-axis when y = 2m is
different for CDS from the previous scenario (when y = 1m). The S/N at the
corner equals 7.3328dB and decreases to -16.3369dB when the RX is
moving to be close to the TX as shown in figure (4.14). These findings are
because when the RX is at the corner, a lot of rays radiated from the lamps
do not reach the RX, so their effect is low on the signal. When the RX
becomes closer to the TX, the effect of the four lamps is very strong. When
the wide-FOV is replaced by ADR, the performance of the system is
enhanced, where the S/N is equal to 9.1442dB when the RX at the corner of
the room and equal to 15.5057dB when the RX becomes closer to the TX.
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The improvement in S/N is greater than 30dB when ADR is utilized instead
of wide-FOV and the TX and RX are closer to each other.
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Figure (4.14): Comparison of S/N between CDS and ADR when the sender is

placed at (2.5m,2.5m,1m) and reception is traveling along the x-axis at y=2m.

4.4.4 Bit Error Rate

The BER is related to the S/N where it decreases as the S/N increases
and this leads to increasing the transmission data rate. BER is given for both
systems when the RX is traveling along the x axis at y= 1m and y= 2m and

the TX is positioned in the center of the room.

Table (4.1) show BER when the RX is moving along the x axis at y=
Im and shows that the BER decreases when the S/N grows, and ADR has a
better BER than the CDS system. Because the detector was installed in a way
that improves the S/N. BER is equal to 1x102 when S/N is 7.33 dB when the
RX is traveling toward the middle of the room for the CDS system, while
reduced to 5.9502x10°, when ADR is used. This boost in the system is due
to the fact that ADR rejects direct spotlight rays, which have a severe
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influence on the intended signal and distort the information. This

improvement enables an increase in the transmission data.

Table (4.1): BER and S/N for both CDS and ADR when y=1m.

Distance between S/N of S/N of
Xat | cender & RX (meter) | cps | BEROT | ApR BER of
y=1m CDS ADR
(dB) (dB)

1 1.5 941 0.36 3.6779 6.34x107
2 0.5 7.33 1x1072 12.8283 | 5.9502x10°
3 0.5 7.33 1x107 12.8283 | 5.9502x10°
4 1.5 941 0.36 3.6779 6.34x107

Based on the comparison of the two tables (4.1) and (4.2), for CDS

when the RX is at the corner, y = 2m has better results where BER is equal

to 1x1072, while y = 1m is better when the RX becomes closer to the TX,

where BER is equal to 1x1072, but this is not the same when ADR, where y

= 2m is better for all the positions.

Table(4.2): BER and S/N for both CDS and ADR when y=2m.

S/N of S/N of
X at Distance between CDS BER of ADR BER of
y=2m | sender & RX (meter) CDS ADR
(dB) (dB)
1 1.5 7.3328 1x102 9.1442 2.0814x1073
2 0.5 -16.3369 0.4394 15.5057 | 1.2569%x107
3 0.5 -16.3369 0.4394 15.5057 | 1.2569x107
4 1.5 7.3328 1x102 9.1442 2.0814x1073

104



4.4.5 Path Loss

Optical power attenuation occurs due to the nature of optical signal
transmission, which includes multi-path propagation, lossy reflection from
the ceiling, walls, and other objects resulting in optical path loss, and a finite
detector collecting area. As a result, poor system performance is caused by a
rise in R.M.S delay-spread and path loss. The room size affects path loss,
where the path loss is reduced when the room size becomes small as a result

of decreasing the distance between sender and RX.

When the RX is at y=1 m and along the x-axis, figure (4.15) depicts
the distribution of path loss for both CDS and ADR when the TX is
positioned at the center of the room. The amount of path loss increases as the
reception goes closer to the edges of the room when the quantity of incoming

optical power drops. For the CDS setup, the path loss 1s equal to 62.6 dB, the
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Figure (4.15): Comparison of path loss between CDS and ADR when the sender

is placed at (2.5m,2.5m,Im) and reception traveling along the x-axis at y=1m.
signal power is minimal at the room corners due to the considerable distance
between transmission and reception, and is equal to 61dB when ADR is
utilized. As a result, the CDS suffers the most path loss around the room's
corners. While the ADR path loss decreases because of the large received

power compared to the received power in the CDS. The path loss for both
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configurations is decreased when the RX is moving toward the TX as a result
of decreasing the distance between them. Where path loss for the CDS
system is equal to 61.91 dB and equal to 59.25 dB for ADR when the RX

moves to (2m,Im,Im) and (3m,1m,Im).

When the RX changes the y-coordinate to be y = 2m, the path loss for
both systems is improved because reducing the distance between the sender
and RX where it is equal to 61.9dB when the RX is at the corner of the room
and reduced to 61.2dB when the RX is moving toward the center of the room
for CDS, as shown in figure (4.16). The path loss for ADR was reduced to
59.3dB at the corner and equal to 58.9dB when moving to be near the TX.
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Figure (4.16): Comparison of path loss between CDS and ADR when the sender

is placed at (2.5m,2.5m,1m) and reception traveling along the x-axis at y=2m.

4.4.6 3-dB Channel Bandwidth

As indicated in figure (4.17), the maximum bandwidth for CDS is 66
MHz when the TX is in the center of the room and the RX is positioned at
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(1 m, 1 m, I m)and at (4 m, 1 m, 1 m), whereas the maximum bandwidth
for ADR is 180 MHz when the RX is positioned at (2 m, 1 m, 1 m) and (3
m, 1 m, 1 m), this increase in bandwidth is due to a reduction in delay-spread.
From the figure, we note that the highest bandwidth can be reached in the
CDS system when the RX is at the ends, whereas in ADR has the highest
bandwidth when the RX is close to the TX. This is because the delay-spread
in the CDS system is large when the RX is close to the TX because of the
large-FOV that accepts more rays that take a long path to reach the RX, so
the delay-spread increases and, as a result, the bandwidth decreases. Because
of the narrow-FOV in ADR that rejects the rays that travel a long path to
reach the RX, the maximum bandwidth is reached when the RX is close to

the center of the room.
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Figure (4.17): Comparison of 3-dB bandwidth between CDS and ADR when the

sender is placed at (2.5m,2.5m,1m) and reception traveling along the x-axis at

y=1m.

Figure (4.18) displays the 3-dB channel bandwidth when y = 2m. For
CDS, channel bandwidth is very narrow compared with ADR. At the corner
of the room, the bandwidth is equal to 59 MHz, while it decreases to 57 MHz
when the RX becomes close to the RX. In contrast, in ADR, the bandwidth
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is equal to 173 MHz at the corner and increases to 232 MHz when it
becomes close to the center. This behavior is because, when the RX is at the

corner of the room, the delay-spread is large in ADR and small in CDS.
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Figure (4.18): Comparison of 3-dB bandwidth between CDS and ADR when the
sender is placed at (2.5m,2.5m,1m) and reception traveling along the x-axis at

y=2m.

4.5 Comparison with Previous Works

In this section, our results will be compared with previous works from
the point of taking into account the S/N, delay-spread, BER or not, number
of detectors, area of the detector, mobility of the RX, and background noise

as shown in table (4.3).
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Table (4.3): Comparison between our work and previous works.

Ref. [41] [73] [98] [63] [46] This work
Background Not considered Not considered Not considered
noise considered consider considered
BER Not Not considered Not considered Not considered
considered considered considered
No. Of 3 9 4 4wide-FOV RX & 4- 4 5
detectors ADR each containing
from 3-detectors
Area of RX 4mm? lcm? lcm? 20mm? 4mm? 10mm?
Path loss Not Not Not Not considered Not considered
considered considered considered considered
S/N considered considered Not considered considered considered
considered
considered considered Not Not considered considered considered

Delay-spread

considered
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CHAPTER FIVE

CONCLUSIONS AND FUTURE WORK

5.1 Research Work's Conclusions

The OWC system places a lot of emphasis on the design issues with
indoor systems, including background noise, multi-path dispersion, and
others. This dissertation looked into the effects of these issues on the data
that was received. The Matlab program was used to implement the
calculations and ray tracing procedures in this dissertation. The 3-dB channel
bandwidth, path loss, BER, and S/N were the main performance metrics used
to assess the OWC systems' performance. When a number of factors are

considered and improve the system, such as:

1. The area of the photodetector is selected to be small (10mm?) in order
to minimize the capacitance that results in a wider bandwidth of the
RX since there is an inverse connection between the size of the
photodetector and bandwidth.

2. Eye and skin safety is saved by using a diffuse TX.

3. Changing the angle of the FOV and viewing the result for each change
in order to reject the rays that travel for a long time to reach the
recipient. The best FOV that improves performance by decreasing
multi-path dispersion and background noise while maintaining the
simplicity and low cost of the system. When the FOV becomes
narrow, the R.M.S delay-spread decreased, resulting in an improved
S/N and an increase in bandwidth whereas it reaches 378.07 MHz
when the FOV is at 10°. S/N enhancement also contributed to a
reduction in BER.

5.1 ADR is used to lessen the impact of noise in the background and multi-

path. The findings are shown when the RX moving along the x-axis at
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y =Im and 2m, which showed an enhancement in several metrics, such
as the S/N. The direct rays from the light spots are rejected by the
detector tilting at a specific angle, and the improvement reaches more
than 10 dB when the sender is in the middle of the room and the RX is
in the corner. This improvement leads to a decrease in the BER. Due to
the usage of a narrow FOV, the delay-spread was reduced to 0.823 ns,
increasing the 3-dB bandwidth to 180 MHz when the RX was pointed
near the center of the room at y= 1m and 232 MHz when it was at y=

2m.
5.2 Areas of Further Investigation

There are a number of research-related topics that deserve additional

investigation. The following are a few of them:

1. The calculations will take place in the real environment, and its impact
on the system's performance will be investigated in both the systems
(wide TX and different FOV and ADR).

2. Filters in conjunction with an ADR can be used to study its effect on
the S/N.

3. Investigate the performance of the system that consists of a multi-

beam TX with a ADR RX.

4. Finally, the use of a reflector and an examination of its impact on
system performance and power received.
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