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Abstract

The recent wireless and cellular communications technologies
are the 5 generation (5G) systems. These technologies enhance the
network design for mobile user equipment and devices alone toward
systems that connect many types of devices operating at high speeds.
The main key features of the 5G system include improved spectrum
efficiency, very-high bitrate, very low latency, and very-high
connection density. These features support communicating
multimedia, voice, video, Internet, and new broadband user's
application services.

One of the main key parameters of the 5G system is the network
slicing which is a talented technique to create adapted end-to-end logic
network path including shared resource. Resources scheduling and
distribution of network slices show an essential effect in network
performance, resource deployment, and load balancing.

This thesis compares many resource scheduling schemes in the
5G system with network slicing. Many resource scheduling
algorithms, best CQI (BCQI), Round Robin (RR), proportional fair
(PF),were compared to assess each scheme performance. It is found
when we need high throughput that BCQI algorithm is the best among
three schemes But when you compare it in all respects as throughput,
fairness and latency that PF algorithm is the best taking into
consideration the user’s throughput.

Moreover, this thesis proposes an adaptive scheduling scheme
that the system scheduler switches dynamically to the optimum
behaviour of the scheduling algorithm among mentioned three
schemes with the network slicing for optimized the traffic, user

throughput, and cell capacity.
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Chapter One

Introduction

1.1 Background:

Many years ago, the world witnessed some huge developments
in the wireless, cellular and telecommunication systems. In the
coming future, the mobile communication networks have to be
developed according to the user's demand and developed services
and applications.

The Fifth generation (5G) system was released with Beam
Division Multiple Access (BDMA) and the new Filter Bank Multi-
Carrier (FBMC). By contemplating the instance of the base station
(BS) communicating with the User equipment (UE), beam division
multiple access BDMA technique conception is explicated. In this
transmission, an orthogonal ray is distributed to each UE and the
BDMA technique divides the ray of antenna according to the UE,
which is in a corresponding perfect with network’s capacity [1].

5G mobile networks resolved many complications that are not
successfully resolved by long term evolution (LTE) network, which
give massive device connectivity, higher data rate, higher capacity,
Quality of Experience (QoE) and lower End-to-End latency [2].

5G uses new technologies like software-defined networking
(SDN) and network function virtualization (NFV) to reach their
goals. 5G provides data transmission rates of up to 10Gbps, which is
100 times higher than 4G-LTE [3].



1.2Literature Review:

Ordonez-Lucena et al, (2017) presented the network slicing
concepts, with a particular focus on its applications to 5G system.
They started by investigating the important key features which
enable the realization of network slices. They claimed that, although
such architecture covers the method for network slicing employment,
it is still weak in some essential capabilities that can be supplied by
NFV. Finally, they presented a scenario that combined SDN and
NFV technologies to address the realization of network slices [4].
Then, Devlic et al, (2017) presented a network slicing management
framework. They provided a brief description of business scenarios
and potential customers of network slicing. Based on specific
customer goals, they proposed a solution enabling the automation of
end-to-end (E2E) network slice management and orchestration in
multiple resource domains that distinguished between two main
design time and runtime components [5].

Zhang et al, (2017) introduced a 5G structures based on a logical
architecture for network slicing. They presented a structure for
managing mobility among access networks based on network slicing.
Finally, they discussed many issues in network slicing based on the
5G network, including network slicing cooperate with other 5G
technologies [6]. Then, Li et al, (2017) discussed the challenges of

network slicing and future research directions [7].



Esswie AA et al , (2018) presented an developed a joint multi-users
pro-active scheduling scheme strategy to cross-enhance system
spectral efficiency with reduced latency. At each scheduling chance,
existing URLLC traffic was always given higher priority. When
irregular URLLC traffic looks during the transmission time interval
(TTI), offered scheduler discoveries for appropriate the URLLC-
eMBB traffic in some multi-users transmissions [8].

Jain et al, (2018) mainly focused on 5G networks architecture, 5G
radio spectrum, Ultra-Dense Radio Access Networks (UDRAN),
traffic offloading of mobile, Software-Defined Radio (SDR), SDN,
and 5G network impact on the society [9].

While, Toon et al, (2018) presented an outline of 5G requirement as
stated by 3GPP SA1. The main drivers of the 5G system where the
requirements is to afford enhanced capacity and higher data rates and
the requirements to support different ‘vertical’ sectors with ultra-
reliable and low latency communications. He discussed the basic
requirements that are new to the 5G system and provided the
performance requirements [10].

Kuklinski et al, (2018) presented a generic network slicing
framework that includes embedded in each slice management and
operations related mechanisms in order to cope with slice
management scalability and to address the multi-tenancy issues.
They presented solutions that used NFV, MANO for slice

orchestration [11].



Also, Lagen et al, (2018) considered some resource allocation
problems to efficiently support multiple  numerologies
simultaneously. They assumed frequency division multiplexing
(FDM) of numerologies in a time division duplex (TDD) systems
with a self-contained slot format. They focused on optimizing the
numerology sub-band (SB) configurations, as well as the duplexing
ratio between uplink and downlink paths within each SB [12].

Yan et al, (2019) proposed an intelligent resource scheduling
scheme for 5G radio access network (RAN) slicing. The main part
was to exploit a collaborative learning framework which consists of
deep learning (DL) in conjunction with Reinforcement Learning
(RL). Precisely, DL was used to perform the timescale resource
allocation, while RL was used to perform on-line resource
scheduling for tackling small timescale network dynamics, including
inexact predictions and unexpected network state [13].

Noohani et al, (2020) discussed the security associated with the 5G
network, various types of efficient antennas developed for 5G, 5G as
an energy efficient network and state-of-the-art specifications for the
internet of things (loT) services and applications along with their
related communications technology [14].

Davyt E et al , (2021) discussed the occasion that has arisen to
deepen information in this field of study. This technology is included
in phases of standardization and definitions . One of these aspects is
the scheduling. The objective of the project is the 5G technology
studio as its general construction is exposed for the longest time with
respect to LTE in the cover one and cover two. Then, there is
concentration on the MAC undercoat to study different algorithm
options scheduling that can be applied to the new telephone

generation [15] .



Kumar N et al , (2021) authors have been carried out stated that,
real-time and non-real-time UEs are scheduled individually. More,
some UEs perhaps left without getting any resource blocks (RB)s
[16].

Finally, Alsenwi et al, (2021) studied the resource slicing problems
In the adaptive multiplexing scenario of two distinct 5G services,
namely Ultra-Reliable Low Latency Communications (URLLC) and
enhanced Mobile Broad Band (eMBB). In view of this, the resource
slicing problem was formulated as an optimization problem that aims
at maximizing the eMBB data rate subject to a URLLC reliability
constraint, while considering the variance of the eMBB data rate to
reduce the impact of immediately scheduled URLLC traffic on the
eMBB reliability [17].

1.3 Research Objectives:

The thesis aims to investigate and discuss the following objectives:

1. The radio access network (RAN) slicing, resource scheduling,
and packet scheduling

2. Investigating the different categories of network slices and
investigate how to improve or enhance the network performance.

3. comparing three types of the most network utilizing scheduling
schemes to get the best result for the user.

4. The thesis proposes a new dynamic scheme to switch among the

three schemes to optimize the network performance.



1.4 Thesis Outline:

This thesis deals with various scheduling algorithms and
scenarios that are provided to evaluate the network slicing
performance in 5G , The thesis consists of Five chapters :

e Chapter Two overviews the 5G system in the beginning
introduction of the history of 4G then overview the main
technologies, architecture and key requirement of 5G.

e Chapter Three presents the Introduction for network slicing and
talking about RAN and Core Network Slice. In addition ,It exhibits
Architecture, Security and Resource Allocation in Network Slices.

e Chapter Four presents the Performance of Symbol-Based
Schedulers with Network Slicing with three schedulers. It also
presents the system model and configuration results. Finally, a new
proposed Dynamic Scheduling Scheme is presented and the
proposed scheme steps also Anticipated results.

e Chapter Five presents the conclusions and suggestions for future

research.



Chapter Two
An Overview of 5G System

2.1 Introduction:

Modern advances in wireless and cellular communications
systems have enabled networks operator's and researchers to develop
and improve the wuser's tasks and demands, and modern
communications devices. Networks accumulate, share, and divide
resources between different entities to get a gainful life that were
unreasonable before the modern communication network. In the last
two decades, the wireless and cellular communications have
developed at an exceptionally quick pace to have a complete and
productive digital future. In this chapter, a brief overview explains
the fourth generation. Then, a detailed explanation and importance of

architecture of the 5™ generation system is presented.

2.2 The Fourth Generation (4G):

The fourth-generation standard was released (R8) as called long
term evolution (LTE) as the new generation of cellular system. 4G-
LTE provided a high data rate, high quality of video and voice of the
wireless communications channel. 4G technologies are mainly based
on the LTE technology, a global internet protocol (IP)-based which
Is concerned with technologies for data transmission in cellular
communications. Figure (2.1) shows the architecture of a 4G-LTE

system [18].



LTE systems use orthogonal frequency division multiplexing
(OFDM), adaptive modulation and coding scheme (MCS) technique
which provided an adaptive bandwidth (1, 1.4, 5, 10, 15, and 20)
Mhz . 4G-LTE systems use also, multiple input and multiple output
(MIMO) technique to enhance user's throughput. It uses, also, the
coordinated multipoint (CoMP) technique to enhance user's
throughput at the cell edge. 4G-LTE-A systems use many types of
cells according to size and covere; macro, micro, pico, and femto
cell [19].

‘ 4G wireless network (LTE/EPC)
LTE Esoled UTRAN (E-UTRAN) X Fvolved Pcket Core (EPC)

Carrier _— O |

- Bihemet ME /

Backhaul ™
eNodeB

CRF

~ Internet

Serving GW ~/PDN GW™\_ ‘
(“3‘)“ @ - (Y
b A Trusted é é
¢PDG

i 3GPP S
Wi-Fi WIMAX : Wi-Fi WIMAX
N I

Fig 2.1. 4G LTE architecture [20].




2.2.1. Multiple Input Multiple Output (MIMO)

techniques:

In radio and wireless communications, MIMO technology is a
method of multiplication of the capacity of a radio channel utilizing
many transmission and receiving antennas to adventure the multipath
propagation. MIMO technique has become an important element of
wireless cellular communications standard, including Wi-Fi,
WIMAX, and 4G systems. In recent utilization, "MIMO" in
particular denotes a technique for transmitting and detecting multiple
data signal simultaneously over the single channel by using

multipath propagation [21],[122].

2.2.2. Orthogonal Frequency Division Multiplexing
(OFDM):

The concept of frequency orthogonality and multiplexed
division is to use the division of radio channel (carrier) into many
subcarriers, so that many signals can be sent, in time, in parallel with
maintaining a very-high spectral efficiency (SE). Each subcarrier
sends the data of the UE which cause simple OFDM access
(OFDMA) which achieves different services and media such as
speech, streamed video, high-accurate graphics, other data to be sent
within the same channel. According to a specific type of services
(real or non-real time) and their Quality-of-Service (QoS)
requirements specify the system quality of features such as
performance, availability, scalability, and serviceability. QoS
requirements are driven by business needs specified in the business
requirements [23],[24].



2.3 5G (Fifth Generation):

5G is the fifth-generation technology standard for broadband
wireless and cellular networks. The cellular network operators began
deploying the 5G networks worldwide in 2019. In 5G, all UEs and
wireless devices in a cell are connected to the Internet and mobile
BS system via the millimeter waves (mmWave) with the massive
MIMO technique. The advantages of the modern network are that
they provide wider bandwidth, and a bit rate up to 10 gigabits per
second (Gbit/s) [25],[26].

2.3.1 main 5G Technologies:
5G system uses six technologies that are utilized to integrate

the system and to enhance the system performance. They are:

Millimeter Waves: 5G uses mmWave band which starts from
18GHz and above . The disadvantages of using mmWaves are the
low distance. They have very low penetration through buildings or
obstacles, and its power can be highly absorbed by rain [27].

Small Cells: Small cell is miniature BS that transmits very low
power which requires very low supply to operate. Small cells can be
mounted at any place and altitude to form a Heterogeneous Network
(HetNet) that receives signals from any other BS and send them to
the UEs in different directions and locations. Small cell can be pico,
micro, femto-cells and can comprise of indoor/outdoor systems [28]

as shown in Figure (2.2).
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Suburban

Urban

In-Building

Pico Cell

Output Power (W) Cell Radius (km) Users Locations
Femtocell 00010 0.5 0010to 01 1to 30 Indoor
Pico Cell 025t01 0.1%02 30to 100 Indoor/Outdoor
Micro Cell 1010 02t020 100 to 2000 Indoor/Qutdoor
Macro Cell 10 to>50 8t0o 30 >2000 Outdoor

Fig 2.2. The Tx power, cells and the transceiver of the small cells
[28].

Massive MIMO: In this technology , each BS is provided with a very
large number of beam elements (antenna), generally several hundred
antennas, with several orders of magnitude higher than the number of
antennas in 4G-LTE MIMO system. It is assigned to each UE a single
beam and can serve multiple UEs at the same time-frequency shared
resources [29]. The simple basic massive MIMO is shown in figure
(2.3).
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Fig. 2.3. The Basic model of massive MIMO [29].

5G BSs are provided with hundreds of antenna arrays, each one
can accommodate many more antennas and thereby can transmits to /

and detects signals from UEs [27] as shown in Figure (2.4).

tens of users hundreds of antennas

Fig. 2.4. Massive MIMO operation principle [30].
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Beamforming: is a process formulated to produce the radiation
beam patterns of the antenna completely forming the processed each
signal in the desired direction of the UE and cancelling beams of
interfering signals [31], as shown in Figure (2.5).

Beamforming can support massive MIMO beams for more
exploration utilization of the spectrum. At BSs, the best transmission
route is designed by means of signal-processing schemes to transmit
or send individual data packets in diverse directions, lively them off
buildings and any object in exactly coordinated pattern.
Beamforming permits exchange of data between the UEs and
antennas on the massive MIMO beams or arrays by creating the
packet's arrival time [27].

The application of beamforming in the massive MIMO system
has the following main advantages: improved SE, improved energy
efficiency, augmented security, and applicability for mmWAVE

frequencies [31].

Sifchng from
onebeamto
other beam

Fig. 2.5. Simple beamforming [31].
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e NOMA: 5G system uses non-orthogonal multiple access (NOMA),
which is one of the best capable wireless and radio access
techniques. The idea of NOMA is to serve many UEs with the shared
resources in terms of frequency, time, and space. The principle of
NOMA permits many UEs to share the common resources which
causes interference in the system. Figure (2.6) below shows the
NOMA scheme. Accordingly, all resource management and
interference cancelation techniques, mainly for ultra-dense networks,
need to be reentered for the incorporation of additional interference
brings NOMA technology [32].

NOMA multiplexing

power Small power allocation
for cell-center UE
Large power
freguen A
quency allocation

Y for cell-edge UE
i Cell-edge UE

Cell-center UE without SIC receiver

with SIC receiver

Successive (SIC of cell-edge UE  Cell-center UE Cell-edge UE
Interference signal signal decoding Signal decoding
Cancellation

Fig. 2.6: NOMA scheme [33].
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Mobile Edge Computing (MEC): The network architecture
concepts that permit cloud computing capability and a service
environment at the edge of the wireless cellular network use mobile
edge computing (MEC). The main idea achieved by MEC is by
running the user's applications and performing related processing
task closer to the UE, network congestion is mitigated, and

applications implement better, as shown in Figure (2.7).

MEC technology is developed to be implemented at the
wireless cellular BSs or other edge nodes, and enables flexible and

rapid deployment of new services for UEs [34].

Centralized
Cloud

=N

App

N

(1)

)1—>

']
¥

Fig. 2.7. Simple MEC scheme [35].
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2.3.2 5G Architecture:

The scheme of a wireless and cellular mobile network
architecture intend at defining network elements; BSs, routers, UEs
and their interfaces in order to confirm a reliable operation. As 5G
systems have to integrate an excess of partly challenging requests,
enablers ; Network Function Virtualization (NFV) and Software
Defined Networking (SDN) are to be functional in order to provide
the desirable flexibility of forthcoming networks, mainly for the core
network. Applying these technologies involves a reconsidering some
aspects of network architecture design [36].

NVFs were planned to physical nodes to improve the
performance of the integrated networks. In that logic, 5G
architecture follows the same design principles as LTE networks.
However, in 5G network the introduction of SDN and NFV models
enable, also, a reconsidering of imagination in the context of basic
protocol stack approaches.

The idea behind NFV and SDN is mainly to be enabled by
flexible requirement on the core network [34]. NFs are accumulated
in a Network Function Pool (NFP). The NFP assembles control
functions and data processing which allows to be obtainable. It

contains data on the functional classification, and interfaces.
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RAN related functions can be allocated to the following
blocks:

« Central management entity includes a principal network function
that are positioned at main node.

« Radio Node Management (RNM) affords function that usually
affect more than one wireless node to be operated at selected radio
nodes.

« Air Interface function affords functionality mainly related to the air
interface between the wireless node and UEs.

The 5G orchestrator has the responsibility for instantiating
VNFs, NFs within the physical network. Core Network Element
(CNE) and Radio Network Element (RNE) are logical node and
hardware platforms (NF) or host virtualized functions (VNF).

The 5G SDNs Controller compliantly arranges the elements set
up by the 5G Orchestrator according to service, user, and operator
requirements. Thus, it sets up the information rate via the physical
nodes and performs the C-plane functionality including scheduling
scheme and hand-over function.

The physical network involves access networks, transport
networks, and UE networks. The transport network, data centers, and
host physical elements deal with big data packets as well as the core
network and fixed network traffic functionalities. The architecture of

the 5G system is presented in Figure (2.8).
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Fig 2.8. The 5G architecture [37].

The main SDN concept permits for the formation of modified
virtual networks utilizing the shared network slices. Virtual network
can be utilized for the realization of optimized resource management
to various services such as MBB and mMTC which allow for

resource sharing between operators [36].

2.3.3 5G Requirements and key performance indicators (KPI):

A simple explanation of the Key Performance Indicators
(KPDs in 5G is given below [38]- [41]:
* Availability: is explained as the percentage of communication
links for which the Quality of Experience (QoE) requirements is
satisfied with the certain coverage and geographical area.
e Connection density: is explained as the number of simultaneous
UEs or active devices in the considered area through a predefined

time span divided by the coverage area.
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* Energy consumption: is explained as the energy per information
bit and as a power per area unit (applicable in suburban or rural
environment).

» Experienced UE throughput: is explained as the whole amount of
data traffic an end-user UE achieves on the medium access control
(MAC) during a pre-defined time span over the time span.

e Latency: is the latency of the information traffic on the MAC-layer
of the wireless interface. Two definitions are applicable: One-Trip
Time (OTT) and Round-Trip Time (RTT) latency.

* Reliability: is generally explained as the probability when a certain
amount of information has been successfully sent from a sending
port to a receiving port before a certain target (deadline) expires.

e Security: The security of a specific communication taking place is
difficult to measure. One possible way to quantify the security would
be to measure the time take place for a skilled hacker to access the
data.

e Traffic volume density: is defined as the total amount of traffic
switched by all UEs or devices in the predefined area during a

specified time span over the area size.
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Chapter Three

Network Slicing Technology in 5G

3.1 Introduction:

The 5G networks integrate services into a unique physical
network infrastructure, and offered all services with an adapted
network slicing. 3GPP recognized network slicing is the most
important key technologies to achieve the main targets of 5G system
[42].

5G Network slicing is use of network virtualization to divide
single network connections in to multiple distant virtual connections
that provide different amounts of resources to different types of
traffic . The virtual network optimizes and architects for a definite
service and application. The network slices are self-contained
networks with its own virtual shared resources, traffic flow, and
topology. There might be different network slices to meet the
explicit communications requirements of different UEs in 5G
network [43].

Slices are logically fully isolated, while the common resources
are shared among slices. Every slice has a private network
architecture and protocol. 5G network slicing embraces slicing the
5G RAN, 5G core networks, and end-UEs. 5G RAN slicing may be
employed via logical abstraction of physical resources and
components design of the BS [44].

NFV and SDN can flexibly organize the virtual resources,
which include server processing ability, bandwidth, and network
element processing competency, to perform the core network slicing

for exact service requirement [45].
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3.2 Architecture of Network Slicing:

The basic network slicing architecture consists of three layers [46],

as revealed in Figure (3.1).
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Fig. 3.1: General architecture of network slicing [46].

1) Resources layer: it is the bottom layer of the network slicing
architecture which comprises of network common resources and all
network functions that serving to provide all services to end UE-
based on demand. Together network and resources functions can be
either virtual or physical. An example of network functions;
switching function, slice selection function, and authentication
function [46].
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2)

3)

Network slice instance layer: it is the middle layer of the network
slicing architecture which contains slices; a slice offers network
capability vital by the service instance. A slice can run over the
system shared radio resources, or over an alternative slice to assist
one or multiple service instances .

The NSM must be capable for tracking the function and flows

interactions through the slices, within their directorial domains. The
NSM is responsible for the abstracted virtual network and functions,
within the slices.
Service instance layer: it is the upper layer of the network slicing
architecture which consists of service instances which consumes the
slices and are obtainable to UEs. The resource management function
relates to the underlying resources and network functions (NF). The
network slice management function achieves the cycle of the slices
and interrelates with the other related functions. The communication
service managing function administers the life cycle of the services
and react with the slice management functional [46].

One promising technology that can support to deliver, is
wireless network virtualization (WNV) [47]. Virtualization of shared
resources in the information centers has to improve the performance
by qualifying abstraction and shared resources between competing
units [48]. WNV is a new notion for virtualizing the RAN of 5G
wireless network. Generally, WNV ranges from spectrum sharing,

infrastructure and to air interface virtualization [49].
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3.3 Principles on Network Slicing Security:

Significantly, an operative network slicing solution needs to
address a high security. It is vital that attacks achieved against any
slice do not interrupt the others, therefore demanding that security
function performance self-sufficiently . Secured network slicing
solution confirms the main security principle, authentication,
Integrity and authorization . The network slicing security principles
[50]:

e Confidentiality: confirms all packets are ready and available only
for the slices that generated them. The information contained in
these packets within the NFs that process they must not be
assigned to other than end-UE.

e Authentication: must identify and validate UEs that are
interacting with the system. When an OSS/BSS interrelates with
the NSM, both parties must verify and authenticate equally. The
same requirements apply to OSS/BSS interactions made on behalf
of Slice-Owners, the ones with the NFV Management and
Orchestrator (MANO), in order to achieve network elements
[46],[50].

e Authorization: to define whether a tried interaction is permitted
to go through. End-UEs, Slice-Owners, Infrastructure Providers,
and elements such as the NSM or NFs have diverse abilities
within the system. End-UEs may only be permitted to interact
with slices that the Slice-Owners (SO) have decided access to SOs
must only accomplish their own slices, or control the permitted

interaction with all slices.
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e Availability: the system should be accessible as in prospect when
it is essential. This means that the NSM and NFs need to be
maintaining accessible at all time, while the application part of the
NFs must be accessible as long as the contracted infrastructure
resources are not exceeded.

e Integrity: the system must not be capable to be undermined,
either by interfering with data or by replacing its functionality
[50].

3.4 Resource Allocation Schemes in Network Slices:

The huge development of wireless and cellular technology for
5G and the increased demands for the services and applications with
QoS requirement, the managing of the common resources develop a
permanently more inspiring phase which involves properly
considering in order to enhance networks performance [51]. So,
network slicing is successful as an active method to introduce a
flexible allocation of shared resource [52]. A slice is an assembly of
shared resources that is selected to fulfil the demand of QoS of all
services carried by the slices [53].

The aim of network slicing is to present a flexible use of shared
resource by contributing only the resources necessary to fulfill the
requirement of the slices enabled in the system [54]-[57].

Due to the various QoS demands and the limitation of network
resources, efficiently allocate network resources between service

slices and User Equipment’s (UESs) is a major issue [58].
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Definitely, the main feature to be considered is the method of
the shared radio resources that are allocated to diverse slices in order
to realize the requirement of each slice. The duty related to the
resource allocation converts more motivating with network slicing,
as it presents a two-tiers priority in the network. The first tier denotes
the priority of diverse slices, as each slice has its own priority
defined according to the agreements between the network operator
and the slice holder. The second tier refers to the priority between
the UEs of the same slice [59].

The allocation schemes, as shown in Fig (3.2), to achievements
a two-tiers primacy levels. The allocation schemes, based on the
primacy of the slice, adopts about service of each slice. Finally,
according to the slice priority, the virtual network allocates the
physical wireless radio resource to each user of the acknowledged
slices [60].

Slice 1

Priority Slice 1 -
riority Slice UE1 UE2 I Slice 1 .
| Pricrity UE1  Priority UE 2
: " Slice 2
Packet Resource s .
| i | riori ice ice
Apggregation & | Allocatlon_ |_)w UE1 | UE2
scheduling > \ Scheme & Slice — —
N Allocation d Priority UL 1 Priority UE 2
\\‘m—_ //
| Slice 3
Priority Slice 3 I
3| UE1 |UE2 Slice 3

Prigrity UL 1 Priority UL 2

Fig 3.2. Resource Allocation Schemes [60].
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Chapter Four

5G Performance of Symbol-Based Schedulers
with Network Slicing

4.1 Introduction:

5G systems are intended to support a wider range of
applications and business models. This is probably arises by some
very high diversity requirement on network performance to achieve
some important parameters; peak rates up to 10Gbps, and latency
equal to 1 ms. To optimize the above network parameters for low
latency with high user's throughput can achieve peak data rate comes
with reduced spectral efficiency (SE). In this situation, utilizing the
network slicing technique with 5G system has become an initial
necessity to enhance 5G system developers to comprise a logical
network with precise functionality, without sacrificing the quality of
the infrastructure. This logical network, denoted as slices, can be
personalized to achieve two purposes. First, to offer a particular
network behavior over utilization of control plane (CP) or user plane
(UP) function to enhance exact services domain (enhanced Mobile
Broad-Band (eMBB)), massive Machine Type Communication
(mMTC), Ultra-Reliable and Low Latency Communication
(URLLC). Second, to offer particular tenant via specified level of
guaranteed network shared resources and isolation with respect to

the operation of all simultaneous slices [61].
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There are many scheduling algorithms and schemes developed
to share resources among users. This chapter, deals with the
comparison of scheduling schemes used with network slicing. Many
resource allocation and scheduling schemes have been developed for
LTE, LTE-A systems and finally for 5G systems, at the uplink and
downlink , by many researches related to performance comparison in
terms of packet delay, throughput and, fairness. Some articles , as

well, investigate the network performance at high-speed UE.

4.2 Schedulers Overview:

This section compares the performance and delay of many types
of scheduling schemes which are: RR, BCQI and PF.
4.2.1 Round Robin (RR) Algorithm:

RR scheme is a non-aware scheduling scheme that permits UE to
take tries in utilizing the common resources, without taking the
channel states into consideration while offering high fairness for all
UEs in the radio channel assignment. This degrades the UE
throughput [62]. Figure (4.1) shows the round robin scheduler
operation. The following code is used to depict the work of RR

scheduling scheme.

function [selectedUE, mcsIndex] = hNESchedulingStrategVEE (schedulerInput)
selectedlE = -1;
mcsIndex = -1;

scheduledUE = schedulerInput.lastSelectedUE;
for i = l:length(schedulerInput.UEs)
scheduledUE = mod (scheduledUE, length (schedulerInput.UEs))}+1;
index = find(schedulerInput.eligikblelUEs == scheduledlUE, 1)
if(~isempry (index) )
bufferStatus = schedulerInput.bufferStatus (index):
if (bufferStatus > 0)
selectedlUE = schedulerInput.eligiklelUEs (index) ;
mesIndex = schedulerInput.mcsRBG (index, 1)
break:;
end
end
end
end
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Fig (4.1): Flow chart of Round robin Scheduling [63].
4.4.2 Best CQI Algorithm:

This scheme assigns more RBs to the UE with high SNR. To
perform packet scheduling, UEs send the channel condition to the
BS. Basically, in the downlink, the BS transmits a reference signal
(RS) to the UEs. These RSs are utilized by UEs for the mapping
SNR to the channel quality indicator (CQI). BCQI scheme can
increase the UE throughput and system capacity sacrificing the
fairness. In this strategy, UEs moving at the cell boundary UEs are
improbable to be scheduled [64], as shown in Figure (4.2). The
following code is used to depict the work of BCQI scheduling

scheme.
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function [selectedUE,mcsIndex]=hNRSchedulingStrategyBestCQI (schedulerInput)
selectedlE = -1;
mcsIndex = -1;
bestAvgCQI = 0;
for i = l:length(schedulerInput.eligibleUEs)
bufferStatus = schedulerInput.bufferSctatus(i):
if (bufferStatus > 0)
cgiRBG = schedulerInput.cgiRBG(i, :);
cgibhvg = floor (mean (cgiRBG) ) »
if{cgilivg > besthvglQI)
besthAvgCQI = cgilivyg:
sgelectedUE = schedulerInput.eligiblelUEs (1)
mesIndex = schedulerInput.mcsRBG(i, 1)
end
end
end
end

Measure CQI

Highest CQI ?

Schedule user

Fig (4.2) Flow chart of best CQI Scheduling [63].
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4.2.3 Proportional Fair (PF) Algorithm:

PF improves spectral efficiency and provides higher fairness to
the system by using the channel variations. This scheduler allocates
the resource blocks to the cellular users with the best link quality by
combining CQI & level of fairness. It also allows the mobile users
to achieve a maximum QoS because it maintains a balance between
fairness and maximum cell throughput . It allocates the RB by
considering the throughput at a specific TTl and the average
throughput of the cellular user. This is achieved by means of a
weighted fair queueing algorithm (WFQ) that sets scheduling
weights for data flow [65]. Figure 4.3 depicts the decision-making
process of this scheduler . The following code is used to depict the

work of PF scheduling scheme.

function [selectedUE, mcs3Index] = hNESchedulingStrategyPF (schedulerInput)
selectedlUE = -1;
maxPFWeightage = 0;
mesIndex = —-1;
for i = l:length(schedulerInput.eligiblelUEs)
bufferStatus = schedulerInput.bufferStatus(i);
pastDhataRate = schedulerInput.pastDataRate (i)
if (bufferStatus > 0)
bitsPerSvm = schedulerInput.mcsRBG(i, 2):
achievakleDataRate = [ (schedulerInput.BRBGSize * bitsPerSym *
14 * 12)#%1000)/ (schedulerInput.ttilur) ;
pfWeightage = achievableDataRate/pastDataRate;
if (pfWeightage > maxPFWeightage)
maxPFWeightage = pfWeightage;
selectedlUE = schedulerInput.eligikblelUEs (i)
mesIndex = schedulerInput.mocsREBG(i, 1):
end
end
end
end
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4.3 System Model and Configuration:

In this model, we consider the 5G system having many small
base station cells in the same network, each operating with a carrier
frequency 28 GHz. To evaluate the effects with three schemes in the

downlink and uplink.
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The MATLAB R2020a software simulator is utilized . Its setup
involves a single cell massive MIMO system covered by the massive
number of antenna elements having 3UEs. The distant locations of
the three UEs from gNB are 100m, 400m and 700m. The scheduling
strategy comparison is between RR, BCQI, and PF. The subcarrier
spacing is 15 kHz. The packet size of the uplink is 2000 bytes
generated by each UE. The main parameters of the simulation are
summarized in Table (4.1).

The simulation shows how a scheduling strategy (controlled by
the gNB) assigns UL and DL resources among the UEs. Considers
the following operations at gNB and UEs that facilitate UL and DL
transmissions.

TABLE 4.1. Parameters used in the simulation

Parameters Settings

Configurable TDD pattern

Number of UEs 3

Distance of UEs from gNB UE1:100m,
UE2:400m,
UE3:700m

Simulation time 10000 ms

Scheduling symbol based

Scheduling strategy comparison between : RR, BCQI, PF

HARQ 16

Subcarrier spacing 15 kHz

Duration of the uplink pattern 5ms

Periodicity at which the UL and DL packets are | 30

Generated by UEs

Size of the UL and DL packets (in bytes) 2000

generated by UEs

Sequence number field length (in bits) of the 6

logical channel for each UE

Reassembly timer of the logical channel for each |5 ms

UE

Max buffer length of the logical channel for each | 20000

UE (to model Tx buffer overflow)

Channel Update Periodicity 200 ms
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4.4 Simulation Evaluation and Results Assessment:

The simulation runs using the MATLAB codes to evaluate the
performance of the 5G system. The simulation model runs according

to the system model parameters model.
4.4.1 Throughput Resolution Simulation Evaluation:

One of the networks slicing performance schemes evaluations is
the throughput resolution.

1. MAC throughput evaluation:

The uplink and downlink MAC throughput results for 3 UEs is
depicted in Figure 4.4(a, b) for the Round Robin Scheduler. The
evaluation depicts that the system distributes the available resources

in fair manner according to the user's distance and priority.

RR Scheduling
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Fig 4.4 (a) Uplink MAC throughput with time for (RR)
Scheduler.
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Fig 4.4 (b) Downlink MAC throughput with time for (RR)
Scheduler.

According to evaluation in Figure 4.4(a, b), it is found that the
user throughputs are always different according to diverse slices
applications not taking into consideration neglecting UE's SNR and

distances.
Now, the next Figure 4.5 (a: for the uplink and b: for the

downlink), is a Best CQI scheduler, which depicts the MAC

throughput for this algorithm. The figure (4.5 (a and b)) shows that

the distribution is unfair and the priority is given for the UE with best

channel quality.
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From Figure (4.4), we can notice that all UEs get equal
throughput, which can be provided by RR scheduler. While, for
Figure 4.5, we can notice that the UE with high SNR and good
channel quality, the cell assigns higher throughput. This is very clear

for UE 1, which has higher throughput than others.

Then, The result for MAC throughput PF scheduler is shown
in Figure 4.6 (a for the uplink and b for the downlink), which depicts

good balance between the objective of maximizing cell throughput

for all UEs.
PF Scheduling
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Fig 4.6 (a): Uplink MAC throughput with time for (PF)
Scheduler.
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Fig 4.6 (b): Downlink MAC throughput with time for (PF)
Scheduler.

According to Figure 4.6 (a, b), it is noticed that a balanced

distribution among the users because PF scheduler doesn’t rely on

interval and priority.
Finally , comparison total throughput for 3 user between

types of scheduling show in Figure 4.7 (a for the uplink and b for the

downlink)
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Fig 4. 7 (a): Comparison total Uplink MAC throughput with
time for 3 Scheduler.
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Fig 4.7 (b):Comparison total Downlink MAC throughput with
time for 3 Scheduler,

From the above figures 4.7 (a ,b), it can be shown that the
BCQI scheduler achieve more throughput according to the SNR for
each UE, while the RR scheduler achieve better throughput as it does
not depends in the SNR. but PF scheduler depicts a good balance

between the objective of maximizing cell throughput for all UEs

2. RLC throughput evaluation:
The uplink and downlink RLC throughput results for 3 UEs is
depicted in Figure 4.8 (a, b) for the Round Robin scheduler.
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Fig 4.8 (b): Downlink RLC throughput with time for (RR)

Scheduler.

According to the RLC throughput shown in the Figure 4.8

@

b), it is found that the nearest UE to the BS, at the uplink, is stable

and constant with time interval while, for downlink the nearest user

has a more RLC throughput.
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For Best CQI RLC throughput show in Figure 4.9 (a, b) which
depicts the higher throughput provided for the UE with best channel

quality.
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Fig 4.9 (a): Uplink RLC throughput with time for (BCQI)
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Fig 4.9 (b) Downlink RLC throughput with time for (BCQI)
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Thus, the evaluation from Figure 4.9 (a, b), for BCQI, it is
noticed that the UE has a higher throughput with the high SNR, as
mentioned in the specifications of this scheduler.

Then, for this comparison, the system uses the PF scheduler to
schedule the slices. The result for RLC throughput is shown in
Figure 4.10 (a for the uplink and b for the downlink).

PF Scheduling

1 2 ) ] ) T T T
w UE 1
_g— 1t UE 2| |
= UE 3
2 08| —
= } ,
2 7N
So6f
= ~ T
|_ ."". -,___"'L I.-'
2 ! \
| - "'-, kY . o .
18 L b1 1‘-. I:.l' "‘\ / .:I:
e \ '-,l'L ._.' ,."f
= \ ™, / AN
=021 NN [N A
2 NZVA A=

0 | I | | [i— | B W— | I
1] 2 4 G 8 10 12 14 16 18 20

Simulation Time (1 unit = 500 ms)

Fig 4.10 (a): Uplink RLC throughput with time for (PF)
Scheduler.
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Fig 4.10 (b): Downlink RLC throughput with time for (PF)
Scheduler.

Throughout the previous evaluations of the comparisons
presented before, it is noticed that the RR achieves equal throughput
while the other schemes depend on the priority of the slices. The
priority is for those who have higher CQI, PF all UE has the same
opportunity.

4.4.2. Resource share resolution Simulation Evaluation:

In order to know the distribution of shared resources over time
for the 3 type Scheduler, we can observe the Figures 4.11 , 4.12 and
4.13.
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Fig 4.12 (a): Uplink Resources share with time for BCQI
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Best CQl Scheduling

100 T T T T T T
= ——— UE1
— — UEZ2
QL B0 i
m UE3
=
T3]
“é‘ 60 7
=]
a]
% T 1 ) ]
e 407 T
= [ VAR
% 20 e —— i
o |

D i i i i i i i i i i

0 2 4 6 8 10 12 14 16 18 20
Simulation Time (1 unit = 500 ms)
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PF Scheduling
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Fig 4.13 (a): Uplink Resources share with time for PF
scheduling.
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Fig 4.13 (b): Downlink Resources share with time for PF
scheduling.

It is can be noticed from Figures (10, 11, and 12) that the RR
scheme gives UEs equal distribution while for BCQI the system
distributes the resources according to each UE's CQIl. Finally, in PF

scheduling the distribution is more equitable.
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4.5 New Proposed Dynamic Scheduling Scheme:

The comparison between the three resource allocation schemes
(RR, BCQI, PF) as well as the evaluation which depicted a clear
difference in performances call for proposing a new scheduling
scheme type that adapts to switch among the three schemes to
explore the best performance of each algorithm. The proposed
dynamic switching schedules algorithm for UL and the DL System

to evaluate the performance of the system.

4.5.1 The New Adaptive Scheduling Scheme:

According to the channel state for each user, adaptive
scheduling can be made according to the users' conditions, for
example, if the distance is close between them and the bit you see is
close, RR scheduling can be used, but if there is a miss with CQI and
there is nothing emergency, best CQI scheduling can be used, and if
there are lapses between users in terms of throughput and fairness and
need a fair procedure, we use PF scheduling.

Any scheduler can be regarded efficient due to the QoS, desired
throughput in resource allocation among UEs. The BCQI scheme can
increase the overall system throughput but sacrificing the fairness. It
was proved that the BCQI and RR, as well as all scheduling
algorithms, cannot realize good fairness and high throughput at a time.
The proposed uplink and downlink 5G system scheduler is found in a
method that the system can provide high throughput every TTI. The
proposed scheme can switch among RR, BCQI and PF schemes since
it syndicates features of all schemes in an adaptive way on the
operating SNR, the appropriate scheduler for each slice selected

according 5G characteristics shown in Figure 4.14 (a, b).
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4.5.2 The Adaptive Proposed Scheme Steps:

The proposed adaptive scheme, as indicated in Figure 4.15, is
presented as the following:

At each TTI cycle, the received SNRs for active UEs can be
determined , in order to know the relationship of the SNR with the
CQIl , you can see Table (4.2) . The proposed adaptive scheme
inserts new process; the process is that to investigate whether the
user application or service is traffic type.

The investigation is to choose between traffic types; eMBB, and
MmMTC. Then, the system assigns the traffic type, a scheduler is
adopted according to the following steps;

Step 1: Insert UE's packet into system's queue.

Step 2: For each UE, the system finds out CQI, PMI, and RI while
taking into consideration the traffic type, channel condition (SNR),
and the quality of service (QoS) requirement.

Step 3: The scheduling starts at each TTI.

Step 4: System chooses the traffic model.

Step 5: Each UE assigns its own slice.

Step 6: For eMBB slice use Best CQI scheduling for URLLC use PF
scheduling for mMMTC using RR scheduling.

Step 7: System waits for packet acknowledgment, ACK.

Step 8: if ACK fails, use hybrid automatic repeat request (HARQ).
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TABLE 4.2. SNR and CQI mapping table.

Efficiency
SNR CQI Modulation | Code rate | information bits

(x1024) |~ per symbol)
-6.9360 1 QPSK 78 0.1523
-5.1470 2 QPSK 120 0.2344
-3.1800 3 QPSK 193 0.3770
-1.2530 4 QPSK 308 0.6016
0.7610 5 QPSK 449 0.8770
2.6990 6 QPSK 602 1.1758
4.6940 7 16QAM 378 1.4766
6.5250 8 16QAM 490 1.9141
8.5730 9 16QAM 616 2.4063
10.3660 10 64QAM 466 2.7305
12.2890 11 64QAM 567 3.3223
14.1730 12 64QAM 666 3.9023
15.8880 13 64QAM 772 4.5234
17.8140 14 64QAM 873 5.1152
19.8290 15 64QAM 948 5.5547
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4.5.3 The Proposed Adaptive Scheme Results:

The proposed dynamic scheme is based on traffic slicing
technique to schedule the traffic user's applications. The proposed
scheme can be simulated, to be implemented and tested efficiently. It
can be a real-time to evaluate the 5G system performance at uplink
utilizing network slicing.

We apply the scheme with two different models, first when the
users are at the same distance from the base, and secondly when they

are at different distances.

A - The results obtained when using 3 users with equal distances
between the user's equipment and the gNB. For example, the
distance is 200 m.

For the proposed adaptive scheme, in Figure 4.15, the
evaluation is depicted in Figure 4.16(a, b), which indicates that the
UE used the slice 2 gets the highest throughput with more stable than
the other UEs.
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Fig 4.16 (a): Uplink MAC throughput for 3 user’s with time.
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Fig 4.16 (b): Downlink MAC throughput for 3 user’s with time.

While for the uplink, figure 4.15 a, for the MAC throughput it

Is clear that the results are similar for the three slices. For the RLC

throughput, the curves in Figure 4.16 (a, b) show the slice's

throughput.
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Figure 4.17, shows that the UE used the slice 2 gets highest
downlink throughput with more stable than the other UEs. While for
the uplink, for the MAC throughput it is clear that the results are
almost similar in starting for the three slices.

Now we can see the resource share for three scheme in figure
4.18 (a ,b) , through the results in the uplink it is a priority for eMBB

slice , but in downlink there is evenness.
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Fig 4.18(a): Uplink Resource share for 3UEs with time.
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Fig 4.18(b): Downlink Resource share for 3UEs with time.

B - When using by users with a different distance, for example, the
first user is at a distance of 100m from gNB ,second user at 400m
from gNB and third user at 700m from gNB.

From the flow chart in figure 4.15 and 5G key in figure 4.14,
user one goes to slice 2 (eMBB) because he has the highest
throughput , user two goes to slice 3 because he need balance and
user three to slice 1 because mMMTC supports connection density.

It can be seen in the figure 4.19 and figure 4.20, that despite
the difference in the distance between users, there is an equivalence

resulting from an equitable distribution at slices.
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From the previous results, and after comparing them with the

results obtained in the Chapter Four, we note the stability of

throughput, and it is an approach for the three users, and the effect of

the distance is small.
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Finally, after comparing throughput for three scheme we can

see the result of resource share for this scheme in figure 4.21 (a ,b).
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Fig 4.21(a): Uplink Resource share for 3UEs with different

distance with time.
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Fig 4.21(b): Downlink Resource share for 3UEs with different

distance with time.

From figure 4.21 (a , b) we can observe that there is equal

opportunity in uplink and downlink Comparing to previous results.
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Chapter Five

Conclusions and Future Works Suggestions

This chapter concludes the main comparative evaluation for
most famous scheduling schemes with network slicing as well as
summarizes the main points of the proposed dynamic scheme work
being achieved . Finally, the chapter presents some of the suggested

future work.

5.1 Conclusions:

In this thesis, we investigated the network slicing in the
wireless networks. In specific words, the network slicing with the
fifth-generation.

The thesis also studied and presented a comparative resource
scheduling algorithms evaluation for 5G system which deals with
various scheduling algorithms and scenarios that were provided to
evaluate the network slicing performance in 5G. The main issues
were the principles and models of resource allocation algorithms in a

5G system with network slicing.

We first compare many resource scheduling algorithms to
evaluate the performance of each scheme with network slicing.
Then, we conclude the best resource allocation algorithm. Finally,
the thesis proposes an adaptive switching among three scheduling
schemes (BCQI, Round Robin, and PF) to enhance the performance,

and throughput of the network.
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The main conclusions that can be found from the study are:

1-

For the MAC throughput, the simulations depict that the RR
scheduling distributes the available resources in a fair manner
according to the user's distance and priority, while for BCQI
scheduling the distribution is unfair and the priority is given for
the UE with the best channel quality, but PF scheduler depicts a
good balance between the objective of maximizing cell
throughput for all UEs.

The RLC was found that the PF scheduler is better when
compared to the RR scheduler and the BCQI scheduler because it
IS noticed that the RR achieves equal throughput while the other
schemes depend on the priority of the slices and the priority is for
BCQI those who have higher CQI, but PF all UE has the same
opportunity.

The comparison of the three scheduling schemes utilized by the
network slicing distinguished a new adaptive scheme that
switched adaptively among the three schemes to result in the
enhanced system and user throughputs.

In the proposed scheme, a comparison among users was done
when the UEs were moving at the same distance and when they
are at different distances in order to enhance the results and when
compared with the previous results.

Through the evaluations, it was noticed that there was a
significant improvement in the results, as there was a balance
between the three UE, even if there are different distances

between one and the other.
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5.2 Suggestions for Future Works: -

. A more realistic modelling of eMBB traffic, e.g., finite buffer traffic,
including the transmission control protocol (TCP) flow control
mechanisms can be considered. Also, accounting for control channel
errors and ACK/NACK misdetections is of relevance to further
assess the URLLC latency and reliability performance.

. Enhancements for unpredictable traffic and simulations considering
non-ideal link adaptation can be accounted for.

. Addressing the dynamic resource allocation problem in a multi-tier,
multi-tenant network slicing by adopting the concept of generative
adversarial network (GAN) can be made.

Multiuser Proactive Scheduling for Low Latency Communications
by the increasing number of antennas to harden the wireless channel
and thus, further enhanced URLLC performance can be contained. A
detailed study on the robustness of the URLLC performance can be
made.

. Using network slicing to split each slice into a couple or more of the

sub-slices for very low bit rate applications can be made.
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