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1. Get the best performance of controller.   

2. Learn the system limits. 

3. Design some acceptable control. 

 

Optimization 

Optimization is the task of making the best choice 
among  a set of given alternatives or it is a collection 
process of finding the set of conditions required to 
achieve the best from a given situation. 

 

Why Optimization? 

1. To improve the performance of the system. 

2. To achieve the best performance in the minimum 
time with minimum error.  

Optimal Control Basics 

Motivation of Optimal Control 



Optiml Control Basics 

Optimization process compares between different choices 
through an objective function (index function). 
 

Objective Function: It is the performance measure of a 
system and is chosen so that the important system 
sepcifications can be meet. Choosing the category of 
objective function (maximum or minimum) depandes on the 
natural of the control problem. It should be formulated in 
mathematical form. 

  

 

How to Perform the Optimization 
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Steps Used To Solve Optimisation Problems 

1. Analyse the process in order to make a list of all the 
variables. 

2. Determine the optimisation criterion and specify the 
objective function. 

3. Develop the mathematical model of the process to  identify 
the independent and dependent variables to obtain the 
number of degrees of freedom. 

4. If the problem formulation is too large or complex simplify it 
if possible. 

5. Apply a suitable optimisation technique. 

6. Check the result and examine it’s sensitivity to changes in 
model parameters and assumptions. 



Classification of Optimisation Problems 

Properties of f(x) 

1. Single variable or multivariable 

2. Linear or nonlinear 

3. Sum of squares 

4. Quadratic 

5. Smooth or non-smooth 

6. Sparsity 

 

Types of Optimizations 

1. Static optimisation:  variables have numerical values, 

fixed with respect to time. 

2. Dynamic optimisation: variables are functions of time. 



Typical Examples of Application  

Static Optimisation   

1. Plant design (sizing and layout). 

2. Operation (best steady-state operating condition). 

3.  Parameter estimation (model fitting). 

4.  Allocation of resources. 

5. Choice of controller parameters (e.g. gains, time 

constants) to minimise a given performance index (e.g. 

overshoot, settling time, integral of error squared).  



Dynamic Optimisation  

1.  Determination of a control signal u(t) to transfer a dynamic 

system from an initial state to a desired final state to satisfy a 

given performance index. 

2. Optimal plant start-up and/or shut down. 

3. Minimum time problems  



Optiml Control Basics  
 

 

1. Classical design approach: It is used to control simple 
dynamic behavior systems like single-input single-output 
(SISO) systems with zero initial conditions. 

 

2. Optimal design approach: It is used to control multi-input 
multi-output (MIMO) systems with complex dynamic 
behavior where the classical design procedure can not 
achieve the required performance specifications. 

 

 

Design Types of Control System 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



Optimal Control Problem 

Constraints Cost Function Plant 

u(t) u(t) 

J J 

The following figure summarizes the optimal control problem 

Optimal Control Basics 



Optimal Control Basics 



Optimal Control Basics 

Control System Performance 

The control system has a good performance if the 
following requiements are satisfied: 

1. Minimum steady state error. 

2. Good stability performance.  

3. Reasonable system response speed. 

4. The effect of disturbances is very small or neglected.  

 

Performance Index 

 
Optimum Control System 

It is a quantities measure of the performance of a system 
and chosen so that the important system specifications 
can be meet.  

 



Some Typical Performance Criteria: 

maximum profit 

minimum cost 

  minimum effort 

  minimum error 

  minimum waste 

  maximum throughput 

 best product quality 

Optimal Control Basics 



Optimal Control Basics 



Optimal Control Basics 

the 
x(t) is state  



Calculus of Variations 

Calculus 



Calculs of Variations 

If x(t) satisfies the following Euler-Lagrange function: 



Calculus of Variations 



Calculus of Variations 



Calculus of Variations 

2         2 



 

Ready to answer your questions  

 

Thank you  



   College of Electronics Eng.             Ninevah University 

            Systems and Control Eng. Department 

 

                                  Lecture_3 

 

               Subject: Optimal Control Theory 

 

 

Lecturer: Asst. Prof. Dr. Ibrahim K. Mohammed 

 

1 



Optimal Control Theory 

Optimal Control Theory: It is modern technique used to 

solve dynamic optimization problems. The new approach is 

developed to exceed the limitations associated with calculus 

of variations which are: Differential functions and dealing 

with interior solutions  

What is the object of optimal control theory 

1. Determine the control signals that will cause a process to 

satisfy the physical constriants and minimize or 

maximize some performance criterion. 

2. Find a control law u(t) for a given system such that a 

certain optimality criterion is achieved. 
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Optimal Control Theory 

3 

variables to 



Optimal Control Theory 
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Optimal Control Theory 
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variable. 



Optimal Control Theory 
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Optimal Control Theory 
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Optimal Control Theory 
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Since 

statement 



Optimal Control Theory 



Optimal Control Theory 

as 



Optimal Control Theory 



Optimal Control Theory 



Optimal Control Theory 



Optimal Control Theory 



Optimal Control Theory 



Optimal Control Theory 



Optimal Control Theory 



Optimal Control Theory 
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Control Problems 

There are many types of control problems which are given by: 

1. The terminal control problem 

This is used to bring the system output state as closed as 
possible to a given terminal state within a given period of 
time. 

 

2. The minimum time control problem 

It is used to reach terminal state in a shortest possible time  
periode. For example breaking a car at the terminal point as 
hard as possible. 

 

3. The minimum energy control problem 

It is employed to transfer the system from the initial state to a 
final state with minimum control energy. 
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   Control Problems 

 4. The regulator control problem  

It is used with the system initially displaced for equilibrium . It 
will return the system output states to the equilibrium states in 
such manner so as to minimize a given performance index.  

 

5. The tracking control problem 

This is used to cause the system state to track desired state  
while minimizing the cost function (performance index). 
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   Performance Index 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 
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   Linear Quadratic Regulator in Continuous Time 
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   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 
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   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 

 
 

The control law in the s-domain is given by: 

 

 

Substitute equation (6) in equation (5) yields: 

 

 

 

Based on the above equation the term: 

                   

 

 is called characterstics equation that can be used to determine 
the eigen values of the closed- loop  control system.  

                                       

 

 

 

 

              

 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 

= 0 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 



Linear Quadratic Regulator in continuous time  

  

Modern Control Systems 20 



Linear Quadratic Regulator in Continuous Time  

. 

Modern Control Systems 21 



Linear Quadratic Regulator in Continuous Time 

 

Modern Control Systems 22 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 

u = - 



   Linear Quadratic Regulator in Continuous Time 



   Linear Quadratic Regulator in Continuous Time 



LQR controller in continuous time. 

Modern Control Systems 27 



LQR controller in continuous time 

Modern Control Systems 28 
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Linear Quadratic Regulator in Discrete-Time 



LQR_in Discrete-Time 



LQR_in Discrete-Time 



   Control Problems 



   LQR in Discrete-Time 



   LQR in Discrete-Time 



   LQR in Discrete-Time 



   LQR in Discrete-Time 



   LQR in Discrete-Time 



   LQR in Discrete-Time 



   LQR in Discrete-Time 
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   Steady-State of Discrete-Time Optimal Control 



   Steady-State of Discrete-Time Optimal Control 



   LQR in Discrete-Time 



   LQR in Discrete-Time 



   LQR in Discrete-Time 



   LQR in Discrete-Time 



   College of Electronics Eng.             Ninevah University 

            Systems and Control Eng. Department 

 

                                  Lecture_7 

 

Subject: Steady-State Servo Optimal Control System 
in Discrete-Time Form 

 

 

           Lecturer: Dr. Ibrahim Khalaf Mohammed 

 
1 



   Steady-State of Discrete-Time Optimal Control 

(1) 

(2) 

- 

u(k) 
C 

 y(k) 



   Steady-State Servo Control System 



   Steady-State Servo Control System 



   Steady-State Servo Control System 



   Steady-State Servo Control System 



   Steady-State Servo Control System 



   Steady-State Servo Control System 



   Steady-State Servo Control System 



   Steady-State Servo Control System 

controller 



   Steady-State Servo Control System 



   Steady-State Servo Control System 



   Steady-State Servo Control System 


